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Preface

Einstein’s relativity theories changed radically the physicists’ conception of
space and time. The Special Theory, i.e., Minkowski spacetime and Poincaré-
invariance, not only removed an inconsistency between the kinematical foun-
dations of mechanics and electrodynamics but provided a framework for all of
physics except gravity. Even General Relativity kept the most essential ingredi-
ent of special relativity – a Lorentz-metric – and, therefore, maintained Lorentz-
invariance infinitesimally. In the large realm of particle physics where intrin-
sic, tidal gravitational fields are totally negligible, Poincaré-invariance combined
with gauge invariance led to relativistic quantum field theories and, specifically,
to the standard model of particle physics.

General Relativity theory and Quantum Field theory generalized classi-
cal Poincaré-invariant field theory in different directions. Both generalizations
turned out to be successful, but their basic assumptions contradict each other.
Attempts to overcome this “most glaring incompatibility of concepts” (F. Dyson)
so far have led to partial successes but not to a unified foundation of physics en-
compassing gravity and quantum theory. Thus, after about a century of successes
in separate areas, physicists feel the need to probe the limits of validity of the
SR-based theories. Canonical approaches to quantum gravity, non-commutative
geometry, (super-)string theory, and unification scenarios predict tiny violations
of Lorentz-invariance at high energies. Accordingly, the present seminar tries to
cover the basics of Special Relativity, proposed scenarios that lead to violations of
Lorentz-invariance, and experiments designed to find such effects. Furthermore,
some historical and philosophical aspects are treated.

The main topis of this seminar are

• The foundations and the mathematics of Special Relativity
• Conjectured violations of Lorentz-invariance
• Confrontation with high-precision experiments
• Philosophical and historical aspects

The 271st WE–Heraeus Seminar on Special Relativity, where these issues
have been discussed, took place in Potsdam from February 13–18, 2005. We
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04510 México, D.F.
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Isotropy of Inertia: A Sensitive Early
Experimental Test

R.W.P. Drever

California Institute of Technology, 200-36, Pasadena, CA 91125, USA
rdrever@caltech.edu

Abstract. An experimental test for anisotropy of inertia performed by a nuclear free-
precession experiment is described. The precession was observed in the Earth’s mag-
netic field, in a countryside location in the open air. The experiment was exceptionally
sensitive, and slightly unusual in other ways. Some of the background and other aspects
are briefly discussed.

1 Introduction

When I was asked to give an account of an early experiment1 on “Isotropy of
Inertia” which I conceived and carried out many years ago I was reluctant at
first. Then I realized that there might be some usefulness, and possibly interest,
in this since the experiment was unusual in several ways, and was very different
from typical experiments done now. And it might be interesting to explain how
some of the ideas arose, and how some of the problems were overcome, in a more
personal way than usual.

This experiment was conceived and carried out around 1960, at a time when I
was working on experimental nuclear physics in the Natural Philosophy (physics)
Department of the University of Glasgow, in Scotland. I had obtained a Ph.D.
a few years earlier for work relating to low energy beta spectroscopy and other
research on radioactive nuclei carried out using special gas proportional counter
techniques developed for the purpose. I was, however, also interested in possibil-
ities of experimental work relating to cosmology, and in the book on cosmology
by H. Bondi [1] had come across the suggestion that a test of Mach’s Princi-
ple ideas on inertia might be possible by looking for some anisotropy in inertial
mass. If the inertial mass of a body on the Earth arose from coupling to all
other matter in the universe, then the Earth’s position to one side of the centre
of our galaxy might lead to some anisotropy in the inertial mass of bodies on the
Earth. A fairly specific hypothesis of this kind was that of Kaempffer [2], which

1 Experiment performed (in 1960/61) while at: Department of Natural Philosophy,
University of Glasgow, Glasgow, G12 9QD, Scotland

R.W.P. Drever: Isotropy of Inertia: A Sensitive Early Experimental Test, Lect. Notes Phys. 702,
3–14 (2006)
DOI 10.1007/3-540-34523-X 1 c© Springer-Verlag Berlin Heidelberg 2006
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I found quite appealing. Cocconi and Salpeter [3] took the general idea further
by estimating possible shifts of atomic energy levels, and set an upper limit to
mass anisotropy from this.

2 Early Ideas

At around this time I realized that similar effects could show up in suitable
nuclei, and these could set more sensitive limits since the nuclear building en-
ergies involved are so much larger than the binding of electrons in atoms. Coc-
coni and Salpeter realized this also, and suggested [4] use of the Mössbauer
Effect to measure this. It had occurred to me that more sensitive and direct
measurements could be made by measuring transitions between levels involv-
ing predominantly different distributions of nucleon momentum, using nuclear
magnetic resonance techniques (NMR). In fact I found it possible to set new
upper limits to anisotropic effects from the width of published NMR resonances
already measured with spin 3/2 nuclei for other purposes.

This finding seemed to me to be worth publishing, and I wrote a brief note
on it and submitted it to a major letters journal. My manuscript was returned
to me with a comment from the Editor saying that the idea was a good one, but
it was already being investigated in experiments by a group at Yale led by V.W.
Hughes.

I was at first very saddened by this rejection, and also by learning that the
same idea was already being experimentally investigated by a group which was
probably very experienced and almost certainly had much better equipment and
resources than were available to me for such an experiment.

3 Possibilities for Experiments

I was keen, however, to attempt some experiment of this type myself, and the
knowledge that a group in a major institution must have decided it was worth
doing was a strong additional stimulus for me. I started to consider all the
experimental possibilities I could think of, and assess the factors likely to limit
sensitivity in each.

The simplest kind of experiment seemed to be an NMR measurement of
transitions between the levels of a nucleus with spin 3/2 in a uniform magnetic
field, as a function of the direction of the magnetic field relative to the direction
to the centre of our galaxy. In the absence of any anisotropy there would be four
equally-spaced magnetic sublevels, with spins +3/2, +1/2, −1/2, and −3/2;
giving a single NMR frequency. Cocconi and Salpeter suggested that in the
presence of a mass anisotropy it was possible that the levels could be slightly
shifted, the +3/2 and −3/2 levels in one direction, and the +1/2 and −1/2
levels in the opposite direction. This would split the NMR line into a triplet,
with a splitting which would be a function of the direction of the magnetic field
relative to the direction of the galactic centre. If the magnet providing the field
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was attached to the Earth it would rotate as the Earth rotates, giving splitting
which would be modulated with a periodicity related to 24 hours (sidereal time).

4 Some Factors Expected to Affect Sensitivity
in a Simple NMR Measurement

Estimating sensitivity of an NMR experiment of this type involves the following
considerations:

(a) The width of the observed resonance could set a limit to sensitivity for small
splitting. Factors affecting line width include the relaxation time, which for a
suitable liquid solution may be several seconds, and variations in the magnetic
field over the volume of the sample.

(b) In this particular experiment, the strength of the magnetic field is not as
directly significant as in other NMR measurements, since the frequency split-
ting is independent of the field, and has to be compared with the frequency
corresponding to a fixed nuclear binding energy.

Consideration of factor (b) might suggest that using a weak magnetic field
might be an advantage in this case, as it is usually easier to reduce the spatial
variation of the magnetic field if the absolute value of the field itself is small.
In the present application it seemed appropriate to consider use of the magnetic
field of the Earth itself. Free precession techniques had been developed for mea-
suring the Earth’s magnetic field, and it seemed these might be adapted for this
experiment. In a location far from ferromagnetic materials the field can be very
uniform. This seemed to give an opportunity for a sensitive and relatively simple
experiment to be performed at very low cost. This was the technique developed
and used in this research.

It may be mentioned that the idea of using the Earth’s magnetic field here was
stimulated in part by the fact that in the Honours Natural Philosophy student
laboratories in the University there was an Earth’s-field free precession system,
to help educate (and challenge) some of the students. The problem of finding a
location having a sufficiently uniform magnetic field near steel-framed buildings
made this experiment difficult for students, but free precession proton signals of
short duration could be observed with a sample suspended from a rope between
upper floors of two different buildings.2

5 Development of the Experimental Technique

The original technique for measuring the Earth’s magnetic field used a 250 cm3

sample of water surrounded by a coil, with its axis perpendicular to the direction
of the Earth’s field. A current is passed through the coil for a few seconds to
2 It is thought that this interesting experiment was originally introduced to the student

laboratory by Dr. Jack M. Reid.
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polarize the magnetic moment arising from the protons in the water, and when
the current is suddenly interrupted, the proton field precesses about the Earth’s
field, generating a signal in the coil which is detected by switching to a suitable
amplifier system [5,6].

The nucleus with spin 3/2 chosen for the present experiment was Li7. A
solution of lithium nitrate in water was found to have a suitable relaxation time
of around 4 seconds. The Li7 precession signal had a frequency of 803 Hz in
the local Earth’s field, which with protons gave a frequency near 2068 Hz. The
lower frequency and relative weakness of the Li signal compared with that from
protons made it necessary use a larger sample, of around 2 litres, and a stronger
magnetizing field, with current from a bank of 6 lead-acid car batteries. This
in turn required a more extensive uniform magnetic field than available near
the University laboratories. The equipment was therefore moved to a country
location in the village of Bishopton, 12 miles West of Glasgow, in the back
garden of the house in which I was living at the time. In this area the direction
of Earth’s magnetic field dips steeply towards the North, in such a way that it
passed within 10◦ of the centre of the Galaxy once each sidereal day, a convenient
situation for this experiment.

A simplified schematic diagram of the overall arrangement as eventually de-
veloped is shown in Fig. 1.

The lithium nitrate solution is contained in a polythene bottle, surrounded
by the coil used for magnetizing and sensing, shown at the extreme left side of

Fig. 1. Simplified diagram of experimental arrangement. Passing a current through
the coils produces a net polarization of Li7 nuclei perpendicular to the direction of the
Earth’s magnetic field, in a lithium nitrate solution. Rapid switch-off of the current
leads to precession of the resulting nuclear magnetization, giving a signal which is
examined for beats corresponding to small differential shifts in the nuclear magnetic
levels
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the figure. The signal was weak, and to minimize interference by electromagnetic
fields from the frame time bases of television receivers occasionally operating in
the neighborhood, a second similar coil connected in opposition to the sample coil
was arranged to cancel signals induced by external magnetic fields. In operation,
a magnetizing current is passed through the coils for several seconds to build up
a polarization of the nuclear spins perpendicular to the Earth’s field. The current
is then suddenly turned off, in a time short compared with the precession period,
causing the nuclear magnetization to precess about the Earth’ field. After a delay
of about 0.6 seconds to allow induced voltage transients to decay, the coils are
connected to a sensitive tuned amplifier and oscilloscope system to record the
free precession signal.

For a single precession frequency, and a uniform magnetic field, the observed
signal would be expected to exhibit an exponential decay with a time constant
corresponding to the transverse relaxation time of the spin system. If, however
the resonance were split into a close triplet it would be expected that the signal
would exhibit beats, corresponding to interference between oscillations at the
three resonance frequencies which would be detected in a steady-state exper-
iment. A detailed analysis by Das and Saha [7] of the analogous situation of
free precession in the presence of a weak electric quadruple interaction indicates
that there would be a strong modulation of the signal amplitude at the splitting
frequency. If this were due to an anisotropy of inertial mass arising from an in-
teraction with our galaxy it would be expected that the modulation would vary
throughout the sidereal day as the direction to the center of our galaxy changes.

6 Initial Observations

The non-uniformity of the Earth’s magnetic field in the vicinity of the steel-
framed buildings in the Glasgow laboratories had made it very hard to observe
free-precession signals from lithium there. However, moving the equipment to
the countryside location almost immediately made the lithium precession signals
much more detectable. A photographic record of a typical free-precession lithium
signal obtained with the arrangement outlined above is shown in Fig. 2. No
indication of beating effects of the type expected from anisotropic phenomena
were observed at any time, and there were no immediately obvious changes in the
records with time of day. Even these initial observations could set better limits
to the phenomena being looked for than previous work, and were themselves
quite encouraging.

Work then began on a series of further experiments, technical developments,
and experimental precautions aimed at improving the sensitivity of the work.

7 Experiments and Developments for Higher Sensitivity

(a) A number of initial tests were made with the coil and sample in various lo-
cations, to avoid local non-uniformities of magnetic field. It was found very
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Fig. 2. Typical decay of a free precession signal recorded photographically showing
absence of obvious beats over the 15 second time scale indicated

early that allowing the coil to lie directly on the ground gave shorter re-
laxation times than placing it on a wooden support above the ground. A
photograph of an early version of the coil assembly on a wooden metal-free
stool in one of the garden locations is shown in Fig. 3, with a close-up view
shown in Fig. 4. Tests were also made with the coil assembly supported in
the branches of the crab-apple tree seen towards the left side of Fig. 3. No
significant difference was observed between the results obtained on the stool
and a few metres higher in the tree. Most of the subsequent experiments
were made using the wooden stool. The later work was done with the coil
assembly nearer the center of a lawn, about 20 m away from the brick wall
seen in the background.

(b) The relaxation time in a liquid is a function of temperature, so for obser-
vations over 24 hour periods it was important to monitor and control the
temperature of the lithium nitrate solution. A later version of the appara-
tus shown in Fig. 5 incorporates a thermocouple monitor within a polythene
sleeve with the end which is inside the bottle sealed. There is also a simple
stirring device consisting of a curved copper wire within a similar flexible
sealed polythene sleeve. Rotating the wire manually could flex the sleeve,
giving effective stirring. In later observations it was arranged that the stirrer
could be operated by a small electric motor placed about 20 m from the coil,
and coupled to the stirrer by a very light, long belt made from soft medical
rubber tubing, 2 mm in diameter. During observations the coil assembly was
covered by light plastic sheeting to prevent condensation of dew in the early
hours of the morning.
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Fig. 3. Photograph of coil and sample bottle on a wooden iron-free stool during early
tests in a countryside garden location

(c) To maximize the decay time constant and help keep it constant, nitrogen was
bubbled through the lithium nitrate solution to remove dissolved oxygen and
the sample bottle was hermetically sealed.

(d) To improve the signal to noise ratio for the lithium precession signal, a slightly
more elaborate switching arrangement than that shown in Fig. 1 was even-
tually used. This involved relays operating in sequence to disconnect and
short-circuit the low-noise amplifier system in several places to adequately
attenuate the large pulses induced during switch-off of the magnetizing cur-
rent in the signal coil. A photograph taken during development and testing
of the electronic system in one of the teaching laboratories in the University,
during a student vacation, is shown in Fig. 6.

8 Experimental Procedure

In operation, a free-precession signal was examined at intervals of 20 or 30
minutes throughout the sidereal day, and photographically recorded using a
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Fig. 4. Close-up of the coil and polythene sample bottle

Fig. 5. A later version of the coil and sample system, with a thermocouple temperature
monitor. There is a sealed stirrer, operated manually at the time of the photograph and
later belt-driven by a small motor from a distance of 20m. The top of an interference-
canceling coil located directly behind the sample coil is just visible
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Fig. 6. A photograph taken during development and testing of the electronics and
switching system in one of the Honours Natural Philosophy laboratories. A modified low
noise nuclear physics amplifier and preamplifier used are on the left and an oscilloscope
with a long persistence phosphor on the right. The sample coil was suspended outside
the building for these tests

camera with continuously moving film from an oscilloscope with its timebase
turned off. The temperature of the lithium nitrate solution was monitored and
maintained constant at 37 ± 1◦C by manually adjusting a small current passed
through the magnetising coil between the observations.

No sign of a beating pattern or any significant change in the envelope of the
precession signal was observed. An upper limit to any effect near the instrumen-
tal noise level was determined by projecting the recorded signals onto expected
envelope shapes for various assumed energy level shifts. Comparison with a the-
oretical envelope for the case of a splitting of the resonances by 0.04 Hz, for
which the first minimum in the beat pattern occurs near 10 seconds after the
start of the precession showed that a slowly varying splitting of this magnitude,
which would arise from individual energy level shifts of 0.02 Hz, would have been
readily detectable.

This finding alone might not have been enough to completely rule out a much
larger effect which moved the outer components of the triplet right outside the
pass-band of the amplifier and coil system for most of the sidereal day, allowing
them only to pass through the sensitive frequency region at times which hap-
pened to coincide with intervals between observations. To check on this unlikely
situation a separate experiment was carried out in which the amplitude of the
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lithium signal was compared with that from protons in the solution. In doing
this it was necessary to take into account the difference in the sensitivity of the
apparatus at the two frequencies involved, and to ensure that the decay of the
magnetizing field was sufficiently rapid to give maximum signals from both types
of nucleus. The experimental results agreed to within 5% of the ratio expected
for detection of the whole lithium signal and in disagreement with that expected
if only the central component of a triplet had been observed.

It could be concluded that any shifts in the lithium energy levels of the type
suggested by Cocconi and Salpeter do not alter the spacing of the levels by
more than 0.04 Hz. If one applies the calculation of these authors directly to
lithium this would correspond to an upper limit for the ratio of the anisotropic
part of inertial mass of the protons involved to its isotropic part of the order of
5 · 10−23 [8, 9].

9 Discussion of Experimental Results

The high sensitivity achieved in this relatively simple and low-cost experiment
was very satisfying for an experimental physicist. And although the earliest
published tests for “anisotropy of inertia” were sufficient to rule out effects of
magnitude suggested as possible from theories of inertia such as those discussed
by Bondi [1], Sciama [10] and Kaempffer [2], the performance of the experiment
described here might be taken to correspond to a reserve in sensitivity of as
much as a factor of order 1015. This might allow a wide range of second order
effects to be ruled out also.

It may be remarked that the use of the Earth’s magnetic field did allow this
experiment to have significantly higher sensitivity than originally reported from
the NMR experiment by the group at Yale University [11], although subsequent
improvements in the latter brought its limit [12] closer to that of the experiment
described here. It was many years before comparable sensitivity was achieved
by other techniques. Major advances in atomic spectroscopy eventually allowed
groups at NBS Boulder [13] in 1985, at the University of Washington [14] in
1986, at Harvard University [15] in 1989, and at Amherst College [16] in 1995,
to reach even higher precision.

10 Interpretation

The experiment described here was initially partly stimulated by the idea that it
might give experimental evidence for or against Mach’s Principle, but around the
time when early experiments began to give negative results it was pointed out by
Epstein [17] that anisotropy in the potential energy of a nucleon could well ac-
company an anisotropy in its mass and counteract the effects. Dicke [18] showed
subsequently that this could be expected, and suggested that these experiments
could be regarded as showing, with high precision, that inertial anisotropy effects
are universal, the same for all particles. More recently, anisotropy in a variety
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of other phenomena and violations of Lorentz invariance in general, have been
suggested and experimentally tested. Extensive and more modern discussions of
these topics have been given by Will [19], Haugan and Will [20], and others,
including contributors to the present Conference Proceedings.

11 Some Personal Remarks

The experiment described here differed in several ways from most current sen-
sitive experiments. As the photographs illustrate, much of the equipment was
relatively simple and of low cost, and could be assembled or built fairly quickly.

A strong recollection for me of this work was how exciting it all was to do.
A large part of this probably came from the knowledge that the sensitivity was
better than anything of the kind known to have been done before, so there was
a possibility, even if unlikely, that something quite unexpected and important
might be discovered. And moreover a significant result might be found in a 24-
hour run, without requiring extensive and time-consuming analysis. The fact
that a positive result was not found did not significantly spoil the excitement –
something quite new could have shown up.

I might remark also that although I have worked on several very interesting
and engrossing kinds of experimental research, this work was by far the most
intensely exciting of anything I have been involved in up to now. I say this to
encourage others to try to find and work on research that is enjoyable as well
as important, which I am sure still exists in all branches of science. If these
recollections and comments can be of encouragement to someone I feel that this
account will have been well worthwhile.
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1 Knowledge and Power in the Scientific Revolution

The pioneers of the scientific revolution claimed that the developing system of
knowledge they envisioned would be distinguished by its practical usefulness.
Galileo Galilei, Francis Bacon, and René Descartes agreed that the newly con-
ceived endeavor of unveiling nature’s secrets by means of uncovering its lawful
regularities would engender practical progress, too. The novel and revolutionary
idea was that knowledge of the causes and the laws of nature would pave the
way toward technological innovation. As Bacon claimed, inventions bring about
supreme benefit to humankind, and this aim is best served by investigating the
processes underlying the operations of nature. Knowledge about nature’s work-
ings makes it possible to take advantage of its forces [1, I.§129]. In the same
vein, Descartes conceived of technology as an application of this novel type of
knowledge. The speculative and superficial claims that had made up the erudi-
tion of the past had remained barren and had failed to bear practical fruit. The
principles of Descartes’ own approach, by contrast, promised to afford

knowledge highly useful in life; and instead of the speculative philosophy
taught in the schools, to discover a practical one, by means of which,
knowing the force and action of fire, water, air, the stars, the heavens,
and all the other bodies that surround us, as distinctly as we know the
various crafts of our artisans, we might apply them in the same way to
all the uses to which they are apt, and thus render ourselves the lords
and possessors of nature. [2, IV.2, p.101]

The scientific revolution was fueled by the prospect of technological progress.
Knowledge of the laws of nature was claimed to be the chief road toward the bet-
terment of the human condition. Bacon quite explicitly stated that studying the
processes of nature, or, in present-day terms, carrying out fundamental research,
is much better suited for ensuring technological invention than mere trial and
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error. Fumbling around with some gadgets is of no avail; rather, systematic ob-
servation, methodical experimentation, and painstaking analysis constitute the
pivot of technology development [1, I.§110, §117, §129].

However, the emerging science of the 17th century completely failed to live
up to these ambitions. The declarations of practical relevance were in no way
borne out by the rise of applied research. Quite the contrary. The traditional rift
between science and technology remained unbridged for centuries. Christopher
Wren was both an outstanding architect and a physicist. In particular, he was
familiar with the recently discovered Newtonian mechanics which he thought
disclosed the blueprint of the universe. However, when he constructed St. Paul’s
Cathedral in London, Wren exclusively relied on medieval craft rules. The New-
tonian laws accounted for the course of celestial bodies and resolved the mystery
of the tides, but they offered no help for mastering the challenges of architecture.
Likewise, the steam engine was developed in an endless series of trial and error
without assistance from scientific theory [3, p. 162–163]. The operation of the
engine was understood only decades after the construction had been completed.
The grasp of theory only rarely extended to machines and devices.

Around the middle of the 19th century things began to change. Applied
science came into being and successfully connected theory and technology. Tin-
kering and handicraft were gradually replaced by scientific training. Industrial
research emerged and scientists and engineers became the key figures in pro-
moting technological progress. Around 1900, Bacon’s vision of a science-based
technology had finally become reality.

Bacon’s conception of the relation between scientific knowledge and techno-
logical power is sometimes called the cascade model. The idea is that scientific
knowledge flows downward to the material world, as it were, and becomes man-
ifest in useful devices. Practical tasks are best solved by bringing fundamental
insights to bear. Deliberate intervention in the course of nature demands un-
covering nature’s machinery, it requires studying the system of rods, gears, and
cogwheels nature employs for the production of the phenomena [1, I.§3, I.§110,
I.§117, I.§129].

I wish to explore the relationship between pure and applied research. I will be-
gin by outlining consequences of the cascade model and will sketch an alternative,
emergentist conception. Both approaches agree in suggesting that the concentra-
tion on practical problems which is characteristic of large parts of present-day
research is detrimental to the epistemic aspirations of science. These concerns
are not without justification. Yet examining Albert Einstein’s road toward spe-
cial relativity theory brings an additional message in its train: Taking practical
issues into account may stimulate epistemic progress. I will explain that the op-
erational notion of simultaneity that constituted a key element in the conception
of special relativity was suggested by the technological background of the period.
Technology became heuristically fruitful for scientific theory. My conclusion is
that pure science has less to fear from application pressure than is thought in
some quarters.
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2 Contrasting Intuitions on the Cascade Model

The growth of scientific knowledge leads to the increasing capacity to cope with
intricate circumstances and heavily intertwined causal factors, and this improve-
ment also enhances the practical relevance of scientific theory. As a result, the
cascade model appears to provide an adequate portrait of the relationship be-
tween scientific progress and technology development. In fact, the cascade model
was underlined in the so-called Bush-report issued in 1945 [4]. Vannevar Bush
had been asked by President Roosevelt to devise an institutional scheme that
would make science in the future post-war period most beneficial to the peo-
ple. The President was interested in how to improve the usefulness of science;
he explicitly mentioned the fighting of diseases and the stimulation of economic
growth. In his report, Bush placed fundamental research at center stage. As he
argued, new products and new jobs can only be created through continuing basic
research. Bush gave two reasons. First, the solution of a practical problem may
come about as an unexpected consequence of a seemingly remote theoretical
principle. Second, innovative approaches to practical problems often originate
from an unfamiliar combination of such principles. Both arguments imply that
the theoretical resources needed for meeting a technological challenge often can-
not be anticipated and specified in advance. As Bush claimed, practical success
will frequently result from fundamental insights in fields and subjects apparently
unrelated to the problem at hand. The lesson is clear. The royal road to prac-
tically successful science is the broad development of basic research. If useful
knowledge is to be gained, it is counterproductive to focus on the concrete is-
sues in question. Rather, forgetting about practical ends and doing fundamental
research in the entire scientific field is the first step toward practical accom-
plishments. In the second step, technologically relevant consequences are drawn
from these principles; that is, theoretical models for new technical devices and
procedures are derived [4].

The message of the Bush report strongly influenced the public understanding
of the relationship between basic and applied research. Indeed, there was and
still is an element of truth in it. A large number of the technological innova-
tions in the past decades were achieved by bringing theoretical understanding
to bear on practical challenges. For instance, the breathtaking decrease in the
size of electronic circuits was accomplished by procedures which draw heavily
on theories of optics and solid state physics. Similarly, inventions like optical
switches or blue light emitting diodes are produced by joining and combining
hitherto unconnected laws of physics. Conversely, what amounts to the same,
premature applications may come to grief. A case in point is the striking fail-
ure of the American systematic program on fighting cancer. This program was
launched in 1971 after the model of the Manhattan Project and the Apollo Pro-
gram; it included a detailed sequence of research steps to be taken in order to
advance cancer prevention and therapy. The practical achievements reached were
almost insignificant, and this failure is usually attributed to the fact that the
fundamental knowledge necessary for developing successful medical treatment
was still lacking [5, p. 211–212].
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The cascade model has proved its relevance for relativity theory, too. Ein-
stein’s fundamental insights into the factors influencing temporal durations figure
prominently in the satellite-based global positioning system (GPS). Numerous
satellites in the orbit of the earth broadcast signals from which a terrestrial re-
ceiver can infer the time at which the signals were sent. By taking into account
the velocity of light, the distance to the relevant satellites can be obtained. It
is clear that such a procedure is critically dependent on highly accurate clocks
in the satellites. At this juncture, distortions highlighted by special and gen-
eral relativity come into play. Time dilation slows the orbiting clocks down, the
weaker gravitational field makes them run faster. Consequently, the clocks need
to be manufactured in such a way that they run inaccurately on Earth – and
even substantially inaccurate at that. As a matter of fact, in 1977 when the first
cesium clock was launched into the orbit, some engineers doubted the appro-
priateness of such comparatively huge alterations and insisted that the clocks
run at their uncorrected terrestrial rate. A relativistic correction mechanism was
built in but remained switched off initially. The signals received exhibited pre-
cisely the distortion predicted by the joint relativity theories. After 20 days of
increasing error, the correction unit was activated – and has remained so ever
since [6, p. 285–289].

Thus, relativity theory is attuned to Bush’s leitmotif that theoretical princi-
ples may gain unexpected practical significance or, conversely speaking, that the
solution to practical problems may come from remote theoretical quarters. You
never know for sure in advance which particular corner the light of knowledge
will illuminate. Yet, on the whole, the picture is not that clear. Other indications
point in the opposite direction. Let me contrast the cascade model with contrary
considerations.

Underlying the cascade model is a thorough theoretical optimism. Insights
into nature’s mode of operation extend to include the subtleties of the function-
ing of engines and gadgets. Theoretical principles are able to capture the fine
details of the phenomena on which the appropriateness and reliability of some
artifact turns. Within the sciences, such a sanguine attitude is called reduction-
ism. No feature of nature is small enough or remote enough to escape the grip of
the fundamental laws. However, scientists do not embrace reductionism univo-
cally. Rather, its prospects remain contentious. In the U.S. debate around 1990
about the usefulness of building a superconducting collider on Texan soil, one
of the warring factions, the particle physicists prominently among them, main-
tained that unveiling the fundamental processes would shed light on phenomena
at higher levels of the organization of matter. That is, discoveries in particle
physics should help to clarify properties and interactions at the nuclear, atomic
or molecular scale. By contrast, the opposing anti-reductionist or emergentist
camp featured the specific character of the phenomena at each level of orga-
nization. Emergentists deny that insights about quarks or strings will radiate
downward, as it were, and have much impact on the clarification of phenomena
from atomic or solid state physics.
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Actually, these two factions go back to a venerable opposition in the philos-
ophy of nature, the opposition, namely, between Platonism and Aristotelianism.
Platonism is committed to the rule of fundamental law; the universal is sup-
posed to pervade the whole of nature. Aristotelianism insists on the basic and
unique character of specific cases; the differences among the particulars outweigh
their shared features. This latter view has been prominently supported in the
last quarter century by Nancy Cartwright. As she argues, the universal claims
of overarching laws are specious; such laws fail to gain access to the phenomena
with their rich details and variegated traits. Cartwright takes up an example of
Otto Neurath who had drawn attention to the embarrassing silence that seizes
Newtonian mechanics in the face of the question where a thousand-shilling bill
swept away by the wind in Vienna’s St. Stephen’s square will hit the ground even-
tually [7, p. 318]. The only way to get a grip on the phenomena is by making
use of local models that are tightly locked onto particular problems. Descriptive
adequacy is only accomplished by small-scale accounts; comprehensive theories
inevitably lose touch with the wealth of the phenomena. The patchwork quilt,
not the pyramid, is symbolic of the structure of scientific knowledge [7, p. 322–
323].

Such Aristotelian or emergentist approaches are tied up with a new account
of the relation between basic and applied science or epistemic and practical
research. The cascade model is abandoned; basic research is said to be largely
unsuccessful in meeting applied challenges. Rather, practical problems are to be
attacked directly; a detour through the basics is unnecessary and superfluous.
Fundamental truths only rarely produce technological spin-offs. Applied research
needs to rely on its own forces. The heuristic message of emergentism is that
the resources available for addressing practical challenges should be allotted to
doing research on precisely these practical challenges.

In fact, a closer inspection of the present state of applied research confirms
this latter approach. Industrial companies tend to reduce basic research in favor
of target-oriented projects which aim at concrete, marketable goods. Take “giant
magnetoresistance” as an example. The underlying physical effect was discov-
ered in 1988; it involves huge (“giant”) changes of the electrical resistance of
systems composed of thin ferromagnetic layers separated by non-ferromagnetic
conducting spacer layers. The resistance of such systems is strongly dependent
on the direction of magnetization of the ferromagnetic layers which can be al-
tered by applying an external magnetic field. As a result, the electrical resistance
of such an array is influenced by an external field, and this dependence can be
used to build extremely sensitive magnetic field sensors. Giant magnetoresis-
tance underlies the functioning of today’s magnetic read heads; it is used for
hard disks or magnetic tapes. It was realized immediately that the effect is based
on spin-dependent scattering of electrons, but such a qualitative explanation was
insufficient for constructing suitable devices. For technological use, quantitative
relations between relevant parameters such as layer thickness or ferromagnetic
coupling between layers were needed. Such relations were not provided by theory,
but had to be gained experimentally. When it came to building working devices,
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the empirical identification of design rules, not the appeal to fundamental laws,
were the order of the day [8].

However, if focusing on narrow, practical issues determines the agenda of
applied research, and if fitting parameters is among its chief tools, what kind
of science will we end up with? Given the dominance of application-oriented
research, its methods and procedures can be expected to radiate into the whole
of science. Actually, worries about the detrimental impact of applied research on
the methodological dignity of science have been articulated frequently. For in-
stance, theoretical physicist John Ziman complained recently that science guided
by material interests and commercial goals will lack objectivity and universality
( [9, p. 399]; see [8, Sect. 1]). In the same vein, particle physicist Silvan Schweber
claimed that “the demand for relevance ... can easily become a source of cor-
ruption of the scientific process” [10, p. 40]. According to such voices, science is
likely to suffer in methodological respect from the emphasis on practical use. Ap-
plication dominance jeopardizes the demanding epistemic standards that used to
distinguish science; conversely, retaining such standards requires a commitment
to truth rather than utility.

These considerations leave us with a stark alternative concerning the struc-
ture of applied research. If the cascade model is correct, concentration on practi-
cal issues will dry up practical success in the long run. It would mean eating up
the seed corn needed for producing future harvest. If the emergentist approach
is correct, practical success is best accomplished by focusing on specific issues,
but proceeding in this fashion could spoil the epistemic merits of science. Which
side is right? Well, it helps to cast a glance at Einstein who worked at the Bern
patent office while pondering the electrodynamics of moving bodies.

3 Poincaré, Einstein, Distant Simultaneity,
and the Synchronization of Clocks

It is well known that Einstein in his classical 1905 paper on special relativity
suggested two principles as the foundation of the theory he was about to develop.
First, the principle of relativity according to which all frames of reference in
uniform-rectilinear motion are equivalent, not alone with respect to the laws of
mechanics but also regarding electrodynamics including optics [11, pp. 26,29].
Second, the statement that the velocity of light is independent of the motion of
the light source. This claim was not peculiar to Einstein but rather a theorem
of classical electrodynamics, or the “Maxwell–Lorentz theory.”

This latter theory implied, however, that the velocity of light should depend
on the motion of the observer. In a series of experiments, conducted in part with
Edward Morley, Albert Michelson had established that no such dependence was
measurable. Surprisingly enough, the velocity of light came out the same for
differently moved observers. Yet the assumed variation in the velocity of light
was the chief means for determining the state of motion of an observer. Thus it
appeared that different frames of uniform-rectilinear motion or inertial motion
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could not be distinguished empirically. This failure posed a serious challenge
to electrodynamics to which Hendrik Lorentz responded by developing a more
sophisticated version of the theory.

The appropriate application of the principles of electrodynamics (such as
Maxwell’s equations) demanded that the relevant values of “true motion” or
motion with respect to the ether be known. True motion should become mani-
fest in a change in the measured speed of light depending on the velocity of the
observer. However, the Michelson–Morley experiment showed that no influence
of the motion of the observer on electromagnetic quantities could be recognized.
Lorentz pursued a two-pronged strategy for coping with this anomaly. First, he
introduced a quantity he called “local time” which differs from place to place
and is thus distinguished from true, universal time t. Local time t′ is obtained
from true time t, the velocity v and the position x of the observer, and the
velocity of light: t′ = t − vx/c2. Lorentz’s proposal was to employ local time
for ascertaining the electromagnetic properties of moved bodies. Namely, these
properties are determined by calculating them for bodies at rest in the ether at
the corresponding local time. In other words, the effect of the motion was taken
into account by evaluating the relevant quantities at a time different from the
true one. Lorentz considered position-dependent local time as a mathematical
artifact for transforming electromagnetic quantities and did not expect that local
time showed up on anybody’s watch. Second, Lorentz introduced a contraction
hypothesis according to which bodies were assumed to shrink as a result of their
motion through the ether. This length reduction was thought to be produced
by the interaction between moved matter and the ether. The resting ether com-
presses the body in passage through it, and this contraction precisely cancels the
effect of the motion on the velocity of light. The change in the velocity of light
induced by the motion is precisely compensated – as the Michelson–Morley null
result demands. No effect of the motion on the moved body will be registered
([12, pp. 268–270]; [13, p. 482]; [14, p. 10]; [15, pp. 47–48]; [16, pp. 104–113];
see [17, pp. 130–133], [18, p. 78]).

Lorentz provided his contraction hypothesis with a theoretical backing. He
assumed that the forces of cohesion that produce the shape and dimensions of
a body are electromagnetic in kind (or at least transform like electromagnetic
forces) and was able to derive the contraction hypothesis on this basis. The stated
conclusion was that “many” phenomena appear in the same way irrespective of
the observer’s state of motion, which means that Lorentz did not rule out the
existence of tangible effects of the motion of bodies through the ether. That is,
his improved theoretical framework did not embody a principle of relativity1.

From 1900 onward, Henri Poincaré modified Lorentz’s approach in two im-
portant respects. First, Poincaré had suggested in 1898 that temporal notions
like duration or simultaneity are not given by the senses but need to be defined.
Defining simultaneity is, as he went on to argue, a matter of coordinating distant
1 [19, p. 8]; [20, p. 48]. In 1912, Lorentz acknowledged in retrospect that his failure to

adopt the principle of relativity as a comprehensive and strict law was responsible
for the erroneous parts of his earlier treatment [19, p. 10].
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clocks. The options he mentioned for this purpose included the use of globally
visible astronomical events, clock transport and electric signals sent by the tele-
graph ([21, pp. 11–12], [6, pp. 32–37, 238–239]). As Poincaré later made more
explicit, the method of choice is sending signals crosswise between two distant
clocks and adjusting the clock readings accordingly [14, p. 7]. Poincaré’s first
conceptual breakthrough was to recognize that if signal exchange was employed
for synchronizing distant clocks in motion through the ether, an event happening
at true time t at one clock will occur at local time t′ at the other [22, p. 483].
That is, in contrast to Lorentz’s view, local time was not a mere convenience.
Rather, Poincaré’s idea of establishing distant simultaneity by synchronizing
clocks through signal exchange entailed that local time is observable; it is the
time reading the moved clock yields. Second, likewise in contrast to Lorentz,
Poincaré assumed that there is no way to distinguish bodies in absolute mo-
tion; only relative motions are accessible empirically. This means that Poincaré’s
version of the Maxwell–Lorentz theory incorporated the principle of relativity
([23, pp. 176–177, 186], [6, pp. 45, 277–279]).

Both assumptions are also characteristic of special relativity theory. Einstein
supposed as well that local time is the time provided by a moved clock and
is thus given in experience, and he also stated that only relative motions are
accessible empirically. Yet this superficial agreement hides a deep-seated diver-
gence as to the nature of local time and the conceptual status of the relativity
principle. For Poincaré, local time involved a distortion of true time that was
due to the motion through the ether. In reality, the velocity of light is different
depending on the motion of the observer; the true value is only assumed in the
system at rest in the ether. As a result, the correct simultaneity relations are
only obtained within this rest system. However, there is no way to know which
system is really at rest. Signal synchrony yields mistaken simultaneity relations
for systems in true motion but since all clocks are distorted alike and length
relations altered correspondingly, the true simultaneity relations cannot be re-
vealed by experience. The simultaneity relations and the yardstick used for their
evaluation change in the same way so that the true relations remain hidden.
Consequently, for Poincaré, the principle of relativity constituted a theorem of
electrodynamics. It was deduced from electrodynamic assumptions, procedures
for establishing simultaneity relations, and the forces acting on charged bodies.
In addition, the principle was purely epistemic. In nature, there are privileged
frames of reference and absolute motions; yet they are concealed from the unbe-
fitting curiosity of human observers ([23, pp. 188–189]; [14, p. 10]).

Einstein dissented on both counts. First, he placed the relativity principle at
the top. After a quick reference to the failed attempts to identify states of ab-
solute rest, he immediately jumped to the principle: “We will raise this conjecture
(whose intent will from now on be referred to as the ’Principle of Relativity’)
to the status of a postulate” [11, p. 26]. In contradistinction to Lorentz and
Poincaré, the principle was not supposed to be derived but stated as a premise.
Second, Einstein did not confine the principle to observable phenomena but ex-
tended it to the theoretical description. This is apparent from the famous opening
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paragraph of the 1905 paper in which Einstein criticizes an explanatory asym-
metry inherent in the then-current electrodynamics: the interaction between a
magnet and a coil is treated differently depending on which object is assumed
to be in motion. If a coil is moved in a static magnetic field, an electric current
is produced through the Lorentz force; if the magnet is moved, the current is
generated by induction. The value of the current agrees in both cases, but its
emergence is attributed to different causes. Einstein took this conceptual asym-
metry to be utterly implausible. In his view, there was but one phenomenon,
namely, coil and magnet in relative motion; and one phenomenon demanded one
explanation. Consequently, Einstein was not content with the recognition that
the attribution of specific states of motion made no observable difference; he re-
quired in addition that the theoretical explanation invoked nothing but relative
motion.

However, this creative shift was not enough to save the situation but rather
gave rise to a great puzzle. The principle of relativity implies that observers in
different states of motion measure the same value of the velocity of light. Yet how
is it possible, one must ask, that this quantity comes out the same without appeal
to any compensating mechanism? Einstein masters this challenge with another
creative shift, namely, the adoption of a procedural definition of simultaneity.
From Poincaré, Einstein had learned that judgments about simultaneity are to
be based on procedures for synchronizing distant clocks. Einstein elaborated
this operational approach to simultaneity and proposed to employ light flashes
as a means for synchronizing distant clocks. Two distant clocks are said to be
synchronous if the transit time of the signal from the one to the other, as given
by reading both clocks, equals the transit time in the backward direction. This
is tantamount to saying that the two clocks are synchronous if the reflection
of the signal at the distant clock, as measured by that clock, is one half of the
period which passes between emission and return of the signal, as measured by
the clock at the origin ([11, p. 28]; [24, pp. 196–197]).

Einstein went on to demonstrate that the Lorentz–contraction can be ex-
plained on this basis. Observers in relative motion who apply this rule will deviate
in their judgments about which events are simultaneous. Measuring the length
of a moved body involves locating its edges at the same time. Divergent assess-
ments of the prevailing temporal relations will obviously affect the outcome of
length measurements. Lorentz–contraction ceases to be a dynamic effect, based
on the action of the forces of cohesion, it becomes a metrogenic effect, based on
different judgments about simultaneity. Some argumentative steps later Einstein
also succeeded in resolving the conceptual asymmetry in electrodynamics that
had prompted his initial worries. Special relativity was born.

Einstein’s operational approach to simultaneity was the key to success. How-
ever, adopting such an approach is by no means a matter of course. On the
contrary, placing all one’s bets on signal synchrony seems highly dubious in the
face of the counterintuitive results this method yields. Imagine the situation: A
criterion for assessing simultaneity relations picks different events as simultane-
ous according to the state of motion of those who bring the criterion to bear.
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Simultaneity ceases to be objective and becomes a frame-dependent notion. How
to digest such a finding? One might be tempted to argue that the relativity of
simultaneity militates against the procedural approach to simultaneity and sug-
gest that the latter be abandoned. Yet Einstein sticked to it – in spite of its
seemingly absurd consequences. And the scientific community quickly accepted
this move. But why? What is the reason for Einstein’s confidence in the opera-
tional notion of simultaneity? And why was the scientific community prepared
to follow him on this path?

4 The Emerging Rule of Global Time

The procedural approach to simultaneity was first proposed by Poincaré who rec-
ommended the telegraph as a preferred means for synchronizing distant clocks.
Yet Poincaré advanced his suggestion not as something new and innovative but
as “the definition implicitly admitted by the scientists” [21, p. 11]. Peter Gal-
ison recently elucidated the vast technological background to this judgment.
Standardizing time readings by coordinating distant clocks constituted one of
the chief items on the agenda of technology development in the three decades
preceding Einstein’s wrestling with the issue. One of the reasons was the rapid
expansion of the railroad system. Traditionally, the clocks were set on a local or
regional basis by using astronomical procedures. That is, clocks were adjusted
to the corresponding mean solar time. The spread of a train service operating
on a fixed schedule demanded the coordination or unification of the scattered
local time zones.

In addition, an early wave of globalization swept through the late 19th cen-
tury world. Soaring trade and commerce figures and the foundation of colonies
worldwide created a demand for unambiguous time regulations and accurate
maps. The problem with drawing global maps lay with measuring longitude dif-
ferences reliably. In general terms, it was clear how to proceed. The time readings
of clocks placed at the relevant positions had to be compared and the local devi-
ations be translated into shifts in the east-west direction. However, a comparison
of this sort requires that the clocks run in a coordinated fashion. Accordingly,
establishing distant synchrony was not a remote subtlety but rather pervaded
the web of commerce, technology, and politics of the period.

In fact, the procedure standardly adopted for synchronizing clocks was send-
ing signals. Around 1880, a pneumatic system was in use in Paris. Air pressure
pulses raced through pipes underneath the streets and transmitted time signals
to public clocks distributed over the city. The delay due to the transit time of the
pressure waves ran up to 15 seconds and was corrected by an array of mechanical
counteracting devices [6, pp. 93–95].

From the 1880s onward, this clumsy network of pipes war replaced by a
system of cables and wires. The signals employed for synchronizing clocks became
electrical; the telegraph made its appearance. Electrocoordinated time connected
Europe with North America and with the colonies overseas. The subsequent
technological step was taken in the early 20th century. It involved employing
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radio waves and allowed surveyors to dispense with a costly network of cables
across land and sea. Time coordination and longitude determination became
feasible worldwide. Distant synchrony was achieved by emitting a radio signal
at a known time and adjusting a distant clock accordingly, taking due account of
the transit time. Longitude differences were determined on that basis by using
two clocks and sending one radio signal from east to west and another one from
west to east [6, pp. 184–186].

In the period under consideration, Poincaré served as chief of the French
Bureau de Longitude and was familiar with the practical challenges of coordi-
nating clocks; he referred to the crosswise exchange of signals, i.e., the method
in practical use in the administration he headed [14, p. 7]. Likewise, this array of
two clocks connected by two signals sent back and forth strikingly resembles the
arrangement Einstein invoked for the operational introduction of simultaneity.
The only difference is that he referred to light rays whereas electrical signals
and radio waves were in general use in his period [11, p. 28]. Likewise, Einstein’s
passing reference to train schedules as a means for illustrating the importance of
simultaneity [11, p. 27] gains a significance that is easily missed otherwise. The
technical background makes its presence felt strongly.

It is worth remembering, therefore, that Einstein lived in Bern which, by
1905, ran an extensive network of coordinated clocks, see Fig. 1. It is worth not-
ing, too, that Einstein worked as a technical expert in the Swiss patent office.
He reviewed and examined patent applications, and clock making was one of the
key technologies of the period. A number of applications concerning electrically
coordinated clocks passed through the patent office between 1902 and 1905, some
of which must have crossed Einstein’s desk [6, p. 248]. It is true, Einstein was
critical of Newtonian absolute time and similar metaphysical conceptions as a
result of his philosophical studies. Reading the works of Hume, Mill, Mach, and
Poincaré had prepared him to accept procedural notions of temporal quantities.
Yet the adoption of signal synchrony as the basis of distant simultaneity is no
doubt strongly influenced by the technology of his time and his daily work in
the patent office. Next to Einstein, the philosopher-scientist, stands Einstein,
the patent officer-scientist [6, p. 255]. It is at this juncture where we find the
sought-for basis of Einstein’s seemingly premature confidence in the operational
definition of simultaneity. Here lies the justification for retaining signal syn-
chrony despite its prima-facie implausible ramifications and to transform our
spatiotemporal notions on that basis.

5 Technology-Based Concepts
and the Rise of Operationalism

The upshot is that the technological development of the period contributed to
shaping concepts used in highbrow theory. The procedural approach to simul-
taneity paved the way toward the understanding of the electrodynamics of mov-
ing bodies. The underlying operational attitude is found in both Poincaré and
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Fig. 1. Bern’s Electrical Clock Network by 1905 [26, p. 131] (by courtesy of Chronos–
Verlag Zürich)
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Einstein, but Einstein pushed this approach much further than Poincaré and
thereby prepared the breakthrough to Special Relativity. Poincaré continued to
adhere to a privileged, true simultaneity relation. It is true, he emphasized the
epistemic problems involved in the identification of true simultaneity. At bot-
tom, Poincaré developed an epistemic circularity argument to the effect that
the quantity to be evaluated and the standard used for the evaluation change
in the same way so that no observable effect remains. In reality, the velocity of
light is influenced by the absolute motion of the observer; but, first, as a result
of using signal synchrony and, correspondingly, judging simultaneity relations
in terms of local time, and, second, due to the universal contraction of bodies
moved through the ether, this influence is invisible in the data.

This means that Poincaré did retain the notion of a preferred frame of refer-
ence. The ether rest frame was distinguished among the class of inertial frames in
that it alone yields the true measures of lengths, velocities, and electromagnetic
quantities. The motion through the ether produces a distortion of these magni-
tudes which is compensated by other effects of the motion. Poincaré’s account,
like Lorentz’s, involves a sort of conspiracy among different effects brought forth
by the motion of bodies. These effects are so contrived as to cancel each other
out, hiding in this way the true quantities.

It is characteristic of Poincaré that epistemic problems of this sort did not,
in his view, undermine the legitimacy of the concepts involved. The notion of
simultaneity remains unaffected. Events happening at the same true time are
truly simultaneous – whatever their relation at the local time scale is. Local
time is a specious measure of temporal relations; it is flawed by the inability
to take absolute motion into account. Likewise, the principle of relativity was
confined to the phenomenal realm. In reality, the relevant quantities are affected
by the motion, but its influence is compensated by counteracting factors with
the result that no net effect remains. Consequently, the principle of relativity
merely expresses operational limitations but does not extend to the nature of
the concepts involved.

By contrast, Einstein understood the principle of relativity in a stronger,
more literal sense. The results obtained by differently moved observers are ob-
jectively equivalent, not merely indistinguishable in their appropriateness. There
is no true, universal measure of the relevant quantities; rather, electromagnetic
fields and spatiotemporal relations are really different in different frames of refer-
ence. In Einstein’s approach, distant simultaneity is a relational notion in that it
is only defined with respect to a frame of reference. Frame dependence (or “rela-
tivity”) is part of the concept of simultaneity, it is not merely an obstacle to the
appropriate application of the concept. Einstein’s insistence on the operational
foundation of scientifically adequate concepts was accepted as a model by empiri-
cist positions to the philosophy of science. Moritz Schlick, Hans Reichenbach, or
Percy Bridgman regarded Einstein’s emphasis on the definitional and procedural
aspects of concept formation as a major breakthrough in epistemology.

The idea to elucidate the semantic features of a concept by drawing on the
characteristics of the pertinent measurement procedures comes out particularly
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clear in the claim of the conventionality of simultaneity. This claim originated
with Poincaré [21, p. 13], was accepted by Einstein [11, p. 28] and elaborated
within the mentioned empiricist approaches. As the argument developed in this
latter framework runs, the evaluation of one-way velocities requires distant si-
multaneity relations. Yet in order to single out simultaneous events, signal speed
needs to be known. As a result of this reciprocal dependence, distant simul-
taneity cannot be based on experience alone but is (within limits) subject to a
stipulation ([25, pp. 148–149]; [27, p. 155]).

Underlying such commitments to operationalism is the conviction that es-
tablishing the concept of distant simultaneity requires a feasible method for
comparing events in temporal respect. The crucial step is, then, that the room
left by such procedures is indicative of the room inherent in the concept. On this
markedly operational attitude, epistemic confines in ascertaining simultaneity re-
lations are tantamount to the objective indeterminateness of these relations. It
is precisely this attitude that made Einstein accept the counterintuitive, frame-
dependent judgments about simultaneity relations as an adequate aspect of the
concept of simultaneity.

In sum, Poincaré took the first step and advocated a procedural approach
toward the notion of simultaneity, Einstein went one step further and advanced
a procedural notion of simultaneity. Viewed along such lines, the ramifications
of introducing a worldwide web of electrocoordinated clocks reached far up into
the lofty realms of theoretical physics and philosophy of science.

6 Technological Problems, Technological Solutions,
and Scientific Progress

The incipient career of special relativity theory places the fruitful interaction of
technology and physics in the lime light. The early development of Einstein’s
thought shows that technology can be heuristically fruitful; it can promote sci-
entific understanding. This finding does not square well with either one of the
before-mentioned accounts of the relationship between pure and applied research.
Neither the cascade model nor the emergentist conception left room for a semi-
nal or productive influence of technology on science. The conclusion to be drawn
from the case study is that technological challenges need not have a deteriorating
effect on science. It may happen that technology stimulates scientific inventive-
ness.

At first sight, this account does not precisely respond to the concern raised
earlier. Einstein had a scientific problem which he solved by developing a
technology-based solution. The predicament addressed before was that focusing
on technological problems might bring scientific progress to a halt. The worry
mentioned in Sect. 2 was that concentrating research on technological issues
could exhaust the epistemic resources of science and eventually block any fur-
ther advancement of scientific understanding. However, the story of how special
relativity was conceived can be reframed in such a way that concerns of this sort
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are mitigated. After all, the technological problems of establishing simultaneity
that plagued railroad planners, cartographers, and other practical professions
stimulated Poincaré and Einstein to revise the conception of simultaneity. As a
result of application pressure, they conceived of simultaneity as a definition and
suggested an operational approach. At second glance, therefore, the account is
able to alleviate apprehensions as to the harmful impact of applied research on
epistemic science.2

In other cases the pressure of practical problems on theory development is
even more pronounced. Not infrequently, practical challenges cannot appropri-
ately be met without treating problems in basic science. This feature I call appli-
cation innovation. It involves the emergence of theoretically significant novelties
within the framework of use-oriented research projects. Although theoretical un-
derstanding is not among the objectives of applied research, it may yet be pro-
duced in the course of solving practical problems. On some occasions, treating
such problems successfully demands addressing epistemically significant issues.
Once in a while, applied research naturally grows into basic science and cannot
help generating epistemic insights.

High-temperature superconductivity is a case in point. The phenomenon was
discovered in 1986 in the IBM research laboratory near Zurich, and its identifi-
cation stimulated the development of new theoretical accounts of superconduc-
tivity. Similarly, the transistor effect was found in the Bell laboratories. The
emergence of this effect was based on the truly innovative procedure of adding
impurities to semiconductors which act as electron donors or acceptors. This
idea enriched solid state physics tremendously. Turning to biology, the path-
breaking polymerase chain reaction was first conceived in a biotechnology firm,
and the revolutionary conception of prions was elaborated in the practical con-
text of identifying infectious agents. Prions are infectious proteins which re-
produce without the assistance of nucleic acids; they were discovered during a
use-oriented study on the sheep disease scrapie.

In these examples, research had been directed toward a practical goal but un-
intentionally produced innovations in basic research. This is no accident. Applied
research tends to transcend applied questions for methodological reasons. A lack
of deeper understanding of a phenomenon eventually impairs the prospects of
its technological use. Superficial empirical relations, bereft of theoretical under-
standing, tend to collapse if additional factors intrude. Uncovering the relevant
mechanisms and embedding them in a theoretical framework is of some use typ-
ically for ascertaining or improving the applicability of a finding. Scientific un-
derstanding makes generalizations robust in the sense that the limits of validity
2 If the story is told in this way, the early development of quantum mechanics can be

taken as a continuation. In his 1930 introduction to quantum theory, Werner Heisen-
berg explicitly placed his approach within the tradition of Einstein’s operational
analysis of seemingly innocuous concepts. As Heisenberg argued, what Einstein ac-
complished with respect to simultaneity, he aimed to do with respect to the concept
of observation. Quantum theory needs to be based conceptually on the recogni-
tion that the interaction between object and observer can neither be neglected nor
controlled [28, pp. 2–3].
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can be anticipated or, as the case may be, expanded. Treating applied questions
appropriately requires not treating them exclusively as applied questions. This
is why epistemic science has less to fear from application pressure than it might
appear initially.

The cascade model applies in a number of cases, and the emergentist ap-
proach rightly characterizes others. Yet application innovation represents a third
mode of research which teaches a methodological lesson different from the others
and tends to vindicate applied research in methodological respect.

The electrodynamics of moving bodies headed the research agenda of the pe-
riod. Einstein approached this familiar problem situation in an unfamiliar way,
namely, by starting from a procedural notion of simultaneity. This notion itself
was by no means novel; it emerged tied up with the progress of clock technology
and lay open right in front of Einstein’s eyes at his desk at the patent office.
The innovative step Einstein took was to connect topical areas and to bring the
practice of railroad planners and surveyors to bear on issues of highbrow physi-
cal theory. This is quite typical of human creativity. On rare occasions only do
we succeed in conceiving ideas completely novel and without precedent. Much
more often innovations are produced by the more modest procedure of bringing
together what appeared separate before. The Copernican achievement is pre-
cisely of this sort. Copernicus intended to solve the problem of the apparent
inequality of planetary motions, as many had attempted before him, and he did
so by drawing on the heliocentric ordering of the planetary orbits that was be-
queathed to him by astronomical tradition. Both elements were widely known.
Yet no one had endeavored before to invoke the heliocentric configuration as
a means for resolving the inequality problem. Unifying seemingly disparate fea-
tures is the predominant mode of producing innovations. And this is precisely the
mechanism underlying Einstein’s originality. He linked the technology of clock
coordination to the issue of how bodies move when they approach the velocity
of light. Links of this sort are the stuff human originality is made of.
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1 Introduction

Any physical theory is based partly on a spacetime structure, which is needed
to locate events (= spacetime points) and to provide a domain of definition for
variables describing particles and fields.

So far, the following spacetime structures have been successfully used in
physics: (i) Newton’s spacetime, (ii) the Einstein–Minkowski spacetime of Spe-
cial Relativity (SR) and (iii) the Riemann–Einstein spacetime of General Rel-
ativity (GR). In the first two, metric and (flat) connection are specified once
and for all, influencing matter but not affected by matter. In GR the metric
and the associated connection and curvature are physical fields. Accordingly, in
Newtonian and SR physics one can separate kinematics from dynamics, which
is not possible in GR.

The metric not only serves to determine distances, time spans and causal
relations, it always enters the description of matter. This fact is often obscured
by the habit of not distinguishing between vectors and covectors (= one forms)
using the metric to “move indices”. While phases of waves are represented geo-
metrically by hypersurfaces given infinitesimally by kα = ∂αS, world lines or
rays are curves, i.e., generated by vectors pα (e.g., kinetic 4–momentum). To
relate particle and wave quantities à la Einstein–de Broglie, one writes

pα = �gαβkβ or �kα = gαβp
β , (1)

or one relates the canonical momentum to the 4–velocity via

pα = mgαβu
β , uα =

dxα

ds
. (2)

In my view, these equations together with the interpretations of pα, kα, pα, and
uα and similar relations between vectors and covectors exhibit the basic role of
the spacetime metric for physics as well as statements about distances or time
intervals. In other words, the basic role of the metric is to define an isomorphism
between the tangent space and its dual. Once this is given, other roles of the
metric (distance, duration, angle) can be derived.
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2 Inertial Frames

To start physics one needs a frame of reference, a way to locate events by means
of coordinates. In Newtonian physics as well as in SR it is assumed that there
are preferred frames, inertial frames, with coordinates xα = (xa, x0), x0 = ct,
where the xa are rectangular Cartesian coordinates in position space which is
taken to be Euclidian, and t measures time. Taking distance and duration as
basic measurable quantities presupposes the existence of reproducible standards
of length and time functioning independent of their pre–histories.

While in Newtonian mechanics an absolute time t is assumed and inertial
frames are characterized by the law of inertia ẍa = 0, in SR one proceeds differ-
ently, for well–known reasons. One assumes, as laws of nature,

1. that in empty space light propagates independently of the state of motion
of the source, and

2. relative to an inertial frame, the mean speed of light on any closed triangular
path in vacuo has a universal value c.

Combined with Einstein’s definition of simultaneity of pairs of events, these
two properties imply the existence of a global time coordinate t in an inertial
frame such that the one–way speed of light in vacuo is always c. (The last asser-
tion involves a convention on simultaneity and facts about light propagation.)
One may then also assume, relative to an SR inertial frame, the law of inertia for
“free” particles as stated above, but now with respect to the Einsteinian time t.
In inertial coordinates, light signals are then given by

∆x2 − (∆x0)2 ≡ ηαβ∆xα∆xβ = 0 , (3)

and free particles by
d2xα

dt2
= 0 . (4)

Statement 1. does not require the concept of speed for either light or sources. It
says that the set of events constituing a short light pulse is uniquely determined
by the emission event. It holds equally in GR.

Because of assumption 1., in 2. the state of motion of the light source does
not matter provided reflecting mirrors (tacitly assumed in 2.) are considered as
sources of the reflected light.

Historical remarks. The statement 1. was originally taken from Maxwell’s
theory, unambiguous experimental support came only in the 1960ies, e.g., [1,
2]. In 1905 and later, Einstein assumed that his definition of simultaneity is
an equivalence relation between events. In 1922 H. Weyl replaced Einstein’s
assumption by the experimentally testable statement 2.

3 Poincaré Transformations

Suppose (xa) and (xa
′
) are two inertial coordinate systems I, I ′. It is assumed

that events can be identified as being “the same” from both systems. Then there
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is a bijective transformation xα �→ xα
′
. There are several ways to determine its

form, based on different assumptions.
I first present explicitly an elementary derivation. It presupposes (3) and (4)

to hold in both frames, for unspecified coordinate ranges. Take then two free
particles P1, P2 which have in I the same 3–velocity. Imagine light signals to be
sent back and forth between P1 and P2. This defines, according to (3) and (4), a
sequence of events on P1 which have equal time separations ∆t (light clock). The
assumptions (1) and (2) about light rays and free particles imply that, viewed
from I ′ the particles P1 and P2 move with constant 3–velocities, and light rays
move back and forth between them. We next show that the 3–velocities of P1

and P2 in I ′ are equal, too. For this purpose we interpret – separately in I and I ′

– the coordinates xα and xα
′
as affine coordinates of two distinct 4–spaces S, S′.

(This is necessary since at this stage we do not yet have a spacetime geometry).
Then, the free particle motions and the light rays are represented, according to
(3) and (4), as straight lines both in S and S′. In S, by construction, P1 and
P2 are parallel, and so are the two sets of light ray segments connecting them.
The crucial point now is that parallelism of two free particle world lines can be
expressed solely in terms of light rays and a few auxiliary free particle world lines
as recognized by Marzke [9], see Fig. 1. Therefore, P1 and P2 are represented
by parallel lines also in S′, and consequently, viewed from I ′, we also have a
light clock with equal “ticks” ∆t′. And since P1 and P2 can be chosen arbitrarily
close to each other, the “periods” ∆t, ∆t′ can be made arbitrary small, and
therefore the time coordinates t, t′ on P1 are related by an equation t′ = at + b
with constants a, b with a > 0 with natural time orientation. Therefore, the
transformation xα �→ xα

′
must be such that

xα
′
(t) = fα

′
(xβ0 + tcβ) = xα

′

0 + tcα
′

(5)

holds for arbitrary xβ0 , c
β (with some open ranges). Note that the independent

variable on both sides is t, due to the preceding argument. Differentiating twice
w.r.t. t gives that the transformation is affine,

xα
′
= Aα′

β xβ + dα
′
. (6)

Using next the invariance of (3) shows that the matrix A must be a positive
multiple λL of a Lorentz matrix,

A = λL , λ > 0 , L ∈ O(3, 1). (7)

In fact, (3) says that the quadratic form

∆xα
′
ηα′β′∆xβ

′
= Aα′

β ηα′γ′Aγ′

δ ∆xδ∆xβ (8)

vanishes if and only if ηαβ∆xα∆xβ does, where

(ηαβ) = (ηα′β′) := diag(1, 1, 1,−1) . (9)

This holds if and only if
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A

B

C

D E

P

R

X Y

Fig. 1. Task: Given the (particle) line P and the event X /∈ P , construct the parallel
to P through X. Construction: Choose A on P , draw AX = R. Draw light ray DX
and light ray from A that meets DX in B. Draw light ray through D parallel to AB to
obtain C. Draw a light ray through C parallel to BD to obtain E. Draw BE to obtain
Y . Then XY ‖ P . Note that the whole construction takes place in a plane of S, and
therefore – because of (3) and (4) – in a plane of S′

Aα′

β ηα′γ′Aγ′

δ = λ2ηβδ with λ > 0 , (10)

which means that λ−1A = L is a Lorentz metric. Note that the invariance of (3)
follows from property 1. of Sect. 2. As long as statements about a single inertial
frame are made, only property 2. about light is needed; for synchronizing clocks
one may use light signals emitted by sources at rest in the frame considered, and
(3) holds for those signals – separately in each such frame. However, because
of 1. the sequence of events of which a light ray consists is the same in all
inertial frames, and this fact implies the invariance of (3). (Both (3) and (4)
establish “bridges” between I and I ′.) It follows (!) that one may, without loss
of generality, take the coordinate ranges in both frames to be R

4. This is as far
as one can get under the specified assumptions.

One can put λ = 1 if one requires that in I and I ′ the same units of length
and time are employed, e.g. by defining the (proper) time via a particular Cs
transition and fixing the value of c, as agreed since 1983. To infer λ = 1 from that
requires however, an additional assumption, e.g. that time–dilation be symmetric
between I and I ′, or that meter sticks at rest in I and I ′, orthogonal to the
direction of relative motion, coincide when passing each other.

Another way to deduce (6), (7), which is more elegant than the above one,
but perhaps less physical, takes for granted only that the coordinate range is R

4

in any inertial frame and that the relation (3) between event pairs is invariant.
The statement then is:

A bijection R
4 �→ R

4 is of the form (6), (7) if and only if (3) is invariant as
has been shown by Borchers and Hegerfeld [10].

Note that, in contrast to the previous argument, no differentiability is as-
sumed, and nothing is assumed about particle motions. Given R

4 as the space-
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time manifold, the light cone defines the kinematics of SR (except for a common
spacetime scale).

Remarks. The affine nature of the transformations between SR inertial
frames, (6), has often been taken for granted, or as obvious, or based on vaguely
stated arguments (as in Einstein 1905). It has been derived by H. Weyl, A.D.
Alexandrov, G. C. Zeeman and others. – Assuming linearity, Robertson [3] has
derived (7) from idealized inferences from the classic optical experiments by
Michelson–Morley [4], Kennedy–Thorndike [5], and Ives–Stilwell [6]. – As shown
above, rods and clocks are not needed, free particles and light rays are sufficient
to obtain the SR kinematics.

4 Minkowski Spacetime

The considerations reviewed in Sects. 2 and 3 can be restated, following H.
Minkowski (1908), as follows:

Spacetime can be represented geometrically as the (real), 4-dimensional affine
space A4, equipped with a Lorentz metric ηαβ (here taken to have signature
+ + +−) compatible with the affine structure. In this interpretation, an inertial
coordinate system is an affine coordinate system, (pseudo-) orthonormal with
respect to the metric ηαβ ; it is given by an Origin O and an orthonormal basis
(Eα) of vectors, and then an event P has coordinates xα,

−−→
OP = xαEα.

Using Minkowskian geometry it is easy to derive the ”special” Lorentz trans-
formation

x1′
= γ(v)(x1 − βx0) , x2′

= x2, x3′
= x3 (11)

x0′
= γ(v)(x0 − βx1) . (12)

Indeed, given two inertial frames with bases (Eα), (Eα′) and, without loss of
generality, the same origin O, one can employ spatial rotations to arrange that
E1 and E′

1 are contained in the (timelike) plane spanned by E0 and E0′ , and E2 =
E2′ , E3 = E3′ in the (spacelike) plane orthogonal to the (E0, E0′)–plane. This
results in the standard equations written down above. (Without Minkowskian
geometry it is not easy to derive those equations since the 3-spaces of the two
frames “move” relative to each other.) The reference space of an inertial frame
I consists of parallel, timelike lines; events which are simultaneous in I fill a
spacelike hypersurface orthogonal to those lines.

The light cone of an event separates vectors Xα into timelike ones (ηαβXαXβ=
X ·X < 0), lightlike ones (X2 = 0, X �= 0) and spacelike ones (X2 > 0 or X = 0).

The Poincaré transformations (6), (7) with λ = 1 relate inertial coordinates.
Since they are characterized by leaving certain relations invariant they form a
group. This group may also be taken to act (“actively”) on A4; it is the isometry
group of (A4, η); it acts simply transitively on the set of inertial coordinate
systems.

Due to the foregoing, tensors (and, if needed, spinors) may be used to describe
physical objects in spacetime.



40 J. Ehlers

5 Axiomatics

Minkowski spacetime has been axiomatized in the style of Hilbert’s axiomatiza-
tion of Euclidean geometry, even in several versions.

1. The oldest axiomatization has been elaborated by A.A. Robb [11]; he uses as
the only primitive relation between events the causal order, p � q, p causes
q.

2. C. Caratheodory [12] and H. Reichenbach [13] used particles and light rays
(or “first signals”) and coincidence relations.

3. B. Mundy [14] gave two axiomatizations, one based on optical connectivity,
the other one on several betweenness-relations on timelike and lightlike lines.

4. H. Weyl [15] sketched an axiomatic, using free particles and light rays.
5. J. Schutz [16] also used free particles and light rays as primitive concepts. His

treatment is mathematically remarkable in that he proved the independence
of all his axioms.

This list is not complete, I just wanted to mention that the geometry of
Minkowski spacetime has been axiomatized in all rigour. Hence, skeptics may be
assured that SR as a logico–mathematical theory is as free of contradictions as
Euclid’s geometry in Hilbert’s version.

6 The Principle of Special Relativity and Its Limits

By definition, inertial frames are equivalent as far as free particle motions, light
rays and statements about measurements of lengths, times, frequencies on mov-
ing bodies, light sources etc. are concerned.

Einstein’s principle of SR postulates that this equivalence holds for all laws
of physics. This means that the isometries of Minkowski spacetime are taken to
induce symmetries in all physical laws.

If laws can be expressed in terms of tensor (or spinor) calculus they satisfy
that principle automatically, and for this reason it has been possible to formu-
late, or reformulate, large parts of physics within the framework of Poincaré
invariant, special theory, and these branches of physics turned out to be em-
pirically successful. However, SR met with difficulties in two ways. One is that,
as Einstein showed, gravitation does not fit naturally into SR. The flat metric
has to be replaced by a curved one and becomes a dynamical field, and from
the point of view of the resulting general theory of relativity, SR is relegated
to an approximation. The other, deeper limitation is that relativistic quantum
theories require a radical change of the microstructure of spacetime; substitutes
for a manifold are under discussion, but the problem seems to be far from solved.
In the first respect, special relativity did not survive the previous century, in the
second respect, even its large-scale successor GR will not survive the 21st cen-
tury. The question of this meeting can perhaps be rephrased as: Will SR survive
as a tool for perturbative analyses of certain classes of experiments?
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Additional remark. In the change SR → GR the metric changes from a pre–
assigned, absolute element into a dynamical field with its own degrees of freedom.
While both SR and GR can be formulated in a generally covariant form, the
Poincaré group loses its role as invariance group in the transition SR → GR.
(For a recent discussion of this aspect see, e.g. N. Straumann [17].)

7 Examples

As examples of SR laws I recall Maxwell’s equations of electrodynamics,

F[αβ ,γ] = 0 , Fαβ ,β = Jα (13)

and “Euler’s” equations for perfect fluids,

Tαβ ,β =
[
(ρ + p)UαUβ + pgαβ

]
,β = 0 (14)

with ρ = f(p) > 0, 0 ≤ f ′ ≤ 1. Both systems separately, with Jα = 0 in
(13), admit well–posed initial value problems, and (13) implies stress–energy–
momentum conservation. If the fluid represents a plasma, the systems may be
coupled via Jα, then the total energy tensor is conserved.

In empty space the characteristics of (13) are null hypersurfaces and the
bicharacteristics are light–like straight lines. WKB approximation can be used
to show that the initial assumption about light rays now follows from theory.

In a similar way one can derive the law of inertia (4) from Tαβ ,β = 0, applied
to an isolated, finite body. If −Tα

β maps the interior of the future light cone
into itself, which is one version of an energy condition, then the convex hull
of the body contains a timelike straight line, its center–of–mass line, so that a
small body can be represented approximately by such a line given by (4), see
J.L. Synge [18].

This and the preceeding remark show that the simple assumptions made to
initiate the theory later follow from the laws within the theory, a requirement
sometimes called semantic consistency.

8 Accelerated Frames of Reference

For recognizing inertial forces and as stepping stones leading to GR it is useful
to consider accelerated frames of reference in flat spacetime.

Applying the transformation

x =
(
c2

g
+ X

)
cosh

(g
c
T
)

ct =
(
c2

g
+ X

)
sinh

(g
c
T
)

(15)

y = Y , z = Z , X = (X,Y,Z)
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to the flat line element
ds2 = dx2 − c2dt2 (16)

gives

ds2 = dX2 −
(

1 +
gX

c2

)2

c2dT 2 , (17)

with −c2/g < X < ∞. A point X of the frame has the absolute dynamical
acceleration g/(1+gX/c2). Equation (17) exhibits the time dilation (measured by
Pound–Rebka–Snider [7,8]) and, via ds2 = 0, gives an effective index of refraction
n =

(
1 + gX/c2

)−1, which leads to curved light paths in the accelerated 3–
space. Since gX plays the part of gravitational potential, Einstein conceived in
1907 [22] (by sophisticated arguments – before Minkowski’s geometry), guided
by his equivalence principle, the ideas of gravitational time dilation and light
bending, in a gravitational field with potential Φ in place of gX.

Similarly, using cylindrical coordinates and substituting ϕ �→ ϕ − ωt, one
gets, for ωr < c,

ds2 = dr2 +

(
rdϕ

√
1 − (ωrc2 )2

)2

+ dz2 −
(

1 −
(ωr

c

)2
)(

cdt−
ωr
c

1 − (ωrc )2
rdϕ

)2

,

(18)
the metric in a uniformly rotating frame. It exhibits the time delay related to the
centrifugal potential, the Coriolis (vector) potential which affects simultaneity
in the rotating frame, and the Lorentz contraction which “causes” the space–
geometry to be non–Euclidean.

The use of curvilinear coordinates and/or non–parallel orthonormal bases
(tetrads) in SR does, of course, not affect the intrinsic Poincaré invariance of
SR, nor does it introduce “true” gravitational tidal fields, i.e. curvature.

Both examples (17) and (18) exhibit rigid motions in Born’s sense, while
rigid bodies do not exist in SR. (In Minkowski spacetime, all rigid motions are
known due to G. Herglotz [19] and F. Noether [20].)

9 SR Causality

The laws of SR are local ones. Poincaré invariance by itself does not exclude
signals with v > c, nor does it forbid characteristics outside the light cone.
However, as Einstein remarked in 1907, if such signals were assumed to exist,
an observer could send a message which would arrive at the receiving station
earlier than it was sent, judged by the inertial time of the observer. Although
this does not entail a logical contradiction, Einstein remarks, it contradicts all
our experience such that its impossibility seems to be established sufficiently.

Since Einstein used his – after all, conventional – concept of simultaneity, one
may not be convinced. However, if there were superluminal light signals obeying
Poincaré invariant laws, and if observers were able to trigger such signals, then
they should be able to affect their own past. Therefore, if one wants to maintain,
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as part of the idea of causality, that the past relative to any observer is factual
and cannot be changed by any actions, then one is forced to postulate (!) that
causal influences can propagate with speeds at most equal to c, and hence that
partial differential equations expressing laws of nature must be hyperbolic, with
characteristic ray cones inside or coinciding with the light cone.

I find it interesting to note that Heisenberg [21] draws a parallel to that
“postulate” and his assumption that quantum mechanics requires “uncontrolled
disturbances” during measurements. In both cases the assertions do not follow
from laws of the theory, but they have to be postulated in order that we can
maintain our usual thinking about causation, past and future and not get into
contradictions with the formal theories used to describe phenomena, SR and
quantum mechanics, respectively.

This, then leads to Einstein causality: The causal past of an event P consists
of its past half null cone, its domain of influence consists of its future half null
cone. This causal structure is maintained in GR as well as in local quantum field
theory. A substitute for it in a not–yet existing quantum gravity theory or TOE
is not known, though there are attempts to find one.
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Abstract. I review, on an advanced level, some of the algebraic and geometric struc-
tures that underlie the theory of Special Relativity. This includes a discussion of rela-
tivity as a symmetry principle, derivations of the Lorentz group, its composition law,
its Lie algebra, comparison with the Galilei group, Einstein synchronization, the lat-
tice of causally and chronologically complete regions in Minkowski space, rigid motion,
and the geometry of rotating reference frames. Representation-theoretic aspects of the
Lorentz group are not included. A series of appendices present some related mathe-
matical material.

1 Introduction

In this contribution I wish to discuss some structural aspects of Special Relativity
(henceforth abbreviated SR) which are, technically speaking, of a more advanced
nature. Most of what follows is well known, though generally not included in
standard text-book presentations. Against my original intention, I decided to not
include those parts that relate to the representation- and field-theoretic aspects
of the homogeneous and inhomogeneous Lorentz group, but rather to be more
explicit on those topics now covered. Some of the abandoned material is (rather
informally) discussed in [26]. All of it will appear in [22]. For a comprehensive
discussion of many field-theoretic aspects, see e.g. [40].

I always felt that Special Relativity deserves more attention than what is
usually granted to it in courses on mechanics or electrodynamics. There is a
fair amount of interesting algebraic structure that characterizes the transition
between the Galilei and Lorentz group, and likewise there is some interesting
geometry involved in the transition between Newtonian (or Galilean) spacetime
and Minkowski space. The latter has a rich geometric structure, notwithstanding
the fact that, from a general relativistic viewpoint, it is “just” flat spacetime. I
hope that my contribution will substantiate these claims. For the convenience of
some interested readers I have included several mathematical appendices with
background material that, according to my experience, is considered helpful
being spelled out in some detail.
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2 Some Remarks on “Symmetry” and “Covariance”

For the purpose of this presentation I regard SR as the (mathematical) theory of
how to correctly implement the Galilean Relativity Principle – henceforth simply
abbreviated by RP. The RP is a physical statement concerning a subclass of
phenomena – those not involving gravity –, which translates into a mathematical
symmetry requirement for the laws describing them. But there is no unique way
to proceed; several choices need to be made, whose correctness cannot be decided
by mere logic.

Given that the symmetry requirement is implemented by a group action
(which may be relaxed; compare e.g. supersymmetry, which is not based on a
group), the most fundamental question is: what group? In this regard there is
quite a convincing string of arguments that, given certain mild technical as-
sumptions, the RP selects either the Galilei or the Lorentz group (the latter for
some yet undetermined velocity parameter c). This will be discussed in detail in
Sect. 3.

Almost as important as the selection of a group is the question of how it
should act on physical entities in question, like particles and fields. The impor-
tance and subtlety of this question is usually underestimated. Let us therefore
dwell a little on it.

As an example we consider vacuum electrodynamics. Here the mathematical
objects that represent physical reality are two spacetime dependent fields, E(x, t)
and B(x, t), which take values in a vector space isomorphic to R

3. There will
be certain technical requirements on these fields, e.g. concerning differentiability
and fall-off at spatial infinity, which we do not need to spell out here. For sim-
plicity we shall assume that the set of all fields obeying these conditions forms
an infinite-dimensional linear space K, which is sometimes called the space of
“kinematical” (or “kinematically possible”) fields. Those fields in K which sat-
isfy Maxwell’s (vacuum) equations form a proper subset, S ⊂ K, which, due
to the linearity of the equations and the boundary conditions (fall-off to zero
value, say), is a linear subspace. It is called the space of “physical” (or “dynam-
ically possible”) fields. Clearly these notions of the spaces of kinematically and
dynamically possible fields apply to all sorts of situations in physics where one
considers “equations of motion”, though in general neither of these sets will be
a vector space. This terminology was introduced in [2].

In general, we say that a group G is a symmetry group of a given dynamical
theory if the following two conditions are satisfied:

1. There exists an (say left-) effective action G × K → K, (g, k) �→ g · k, of G
on K (cf. Sect. A.1). Posing effectiveness just means that we do not wish
to allow trivial enlargements of the group by elements that do not move
anything. It also means no loss of generality, since any action of a group
G on a set K factors through an effective action of G/G′ on K, where G′

is the normal subgroup of trivially acting elements (cf. Sect. A.1. Such an
action of the group on the kinematical space of physical fields is also called
an implementation of the group into the physical theory.
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2. The action of G on K leaves S invariant (as a set, not necessarily pointwise),
i.e. if s ∈ S then g · s ∈ S for all g. This merely says that the group action
restricts from K to S. Note that, from an abstract point of view, this is the
precise statement of the phrase ‘leaving the field equations invariant’, since
the field equations are nothing but a characterization of the subset S ⊂ K.

If this were all there is to require for a group to count as a symmetry group,
then we would probably be surprised by the wealth of symmetries in Nature.
For example, in the specific case at hand, we often hear or read the statement
that the Lorentz group leaves Maxwell’s equations invariant, whereas the Galilei
group does not. Is this really true? Has anyone really shown in this context that
the Galilei group cannot effectively act on K so as to leave S invariant? Certainly
not, because such an action is actually known to exist; see e.g. Chap. 5.9 in [21].
Hence, in the general sense above, the Galilei group is a symmetry group of
Maxwell’s equations!

The folklore statement just alluded to can, however, be turned into a true
statement if a decisive restriction for the action is added, namely that it be local.
This means that the action on the space of fields is such that the value of the
transformed field at the transformed spacetime point depends only on the value
of the untransformed field at the untransformed point and not, in addition, on
its derivatives.1 This is the crucial assumption that is implicit in all proofs of
Galilean-non-invariance of Maxwell’s equations, and that is also made regarding
the Lorentz group in classical and quantum field theories. The action of the
Galilei group that makes it a symmetry group for Maxwell’s equations is, in
fact, such that the transformed field depends linearly on the original field and
its derivatives to all orders. That is, it is highly non local.

Returning to the general discussion, we now consider a classical field, that
is, a map Ψ : M → V from spacetime M into a vector space V . A spacetime
symmetry-group has an action on M , denoted by T : (g, x) �→ Tg(x), as well
as an action on V , which in most cases of interest is a linear representation
g �→ D(g) of G. A local action of G on field space is then given by

(g, Ψ) �→ g · Ψ := D(g) ◦ Ψ ◦ T−1
g , (1)

where here and below the symbol ◦ denotes composition of maps. This is the form
of the action one usually assumes. Existing generalizations concerning possible
non-linear target spaces for Ψ and/or making Ψ a section in a bundle, rather
than just a global function, do not influence the locality aspect emphasized here
and will be ignored.

Next to fields one also considers particles, at least in the classical theory.
Structureless (e.g. no spin) particles in spacetime are mathematically idealized
by maps γ : R → M , where R (or a subinterval thereof) represents parameter
space. The parameterization usually does not matter, except for time orientation,
1 Here one should actually distinguish between “ultralocality”, meaning not involving

any derivatives, and “locality”, meaning just depending on derivatives of at most
finite order.
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so any reparameterization f : R → R with f ′ > 0 gives a reparameterized curve
γ′ := γ ◦ f which is just as good. On the space of particles, the group G acts as
follows:

(g, γ) �→ g · γ := Tg ◦ γ . (2)

Together (1) and (2) define an action on all the dynamical entities, that is
particles and fields, which we collectively denote by the symbol Φ. The given
action of G on that space is simply denoted by (g, Φ) �→ g · Φ.

Now, the set of equations of motion for the whole system can be written in
the general form

E [Σ,Φ] = 0 , (3)

where this should be read as a multi-component equation (with 0 being the
zero “vector” in target space). Σ stands collectively for non-dynamical entities
(background structures) whose values are fixed by means independent of equa-
tion (3). It could, for example, be the Minkowski metric in Maxwell’s equations
and also external currents. The meaning of (3) is to determine Φ, given Σ (and
the boundary conditions for Φ). We stress that Σ is a constitutive part of the
equations of motion. We now make the following

Definition 1. An action of the group G on the space of dynamical entities Φ is
is said to correspond to a symmetry of the equations of motion iff2 for all g ∈ G
we have

E [Σ,Φ] = 0 ⇐⇒ E [Σ, g · Φ] = 0 . (4)

Different form that is mere “covariance”, which is a far more trivial require-
ment. It arises if the space of background structures, Σ, also carries an action
of G (as it naturally does if the Σ are tensor fields). Then we have

Definition 2. An action of the group G on the space of dynamical and non-
dynamical entities Φ and Σ is is said to correspond to a covariance of the equa-
tions of motion, iff for all g ∈ G we have

E [Σ,Φ] = 0 ⇐⇒ E [g ·Σ, g · Φ] = 0 . (5)

The difference to symmetries being that the background structures – and in that
sense the equations of motion themselves – are changed too. Equation (4) says
that if Φ solves the equations of motion then g ·Φ solves the very same equations.
In contrast, (5) merely tells us that if Φ solves the equations of motion, then g ·Φ
solves the appropriately transformed equations. Trivially, a symmetry is also a
covariance but the converse it not true. Rather, a covariance is a symmetry iff
it stabilizes the background structures, i.e. if for all g ∈ G we have g ·Σ = Σ.

Usually one has a good idea of what the dynamical entities Φ in ones theory
should be, whereas the choice of Σ is more a matter of presentation and therefore
conventional. After all, the only task of equations of motion is to characterize
the set S of dynamically possible fields (and particles) amongst the set K of all
kinematically possible ones. Whether this is done by using auxiliary structures
2 We write “iff” as abbreviation for “if and only if”.
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Σ1 or Σ2 does not affect the physics. It is for this reason that one has to regard
the requirement of mere covariance as, physically speaking, rather empty. This
is because one can always achieve covariance by suitably adding non-dynamical
structures Σ. Let us give an example for this.

Consider the familiar heat equation,

∂tT − κ∆T = 0 . (6)

Here the dynamical field Φ = T is the temperature function. The background
structure is the 3-dimensional Euclidean metric of space which enters the Lapla-
cian, ∆ := δab∂a∂b; hence Σ = δ. This equation possesses time translations
and Euclidean motions in space (we neglect space reflections for simplicity) as
symmetries. These form the group E3

∼= R
3

�SO(3), the semi-direct product of
spatial translations and rotations. Clearly E3 stabilizes δ.

But without changing the physics we can rewrite (6) in the following space-
time form: Let (x0, x1, x2, x3) = (ct, x, y, z) be inertial coordinates in Minkowski
space and n = ∂t = nµ∂µ (i.e. nµ = (c, 0, 0, 0)) the constant vector field de-
scribing the motion of the inertial observer. The components of the Minkowski
metric in these coordinates are denoted by gµν . In our conventions (‘mostly
minus’) {gµν} = diag(1,-1,-1,-1). Then (6) is clearly just the same as

nµ∂µT − κ
(
c−2 nµnν − gµν

)
∂µ∂ν T = 0 . (7)

Here the dynamical variable is still Φ = T but the background variables are
now given by Σ = (n, g). This equations is now manifestly covariant under the
Lorentz group if nµ and gµν are acted upon as indicated by their indices. Hence
we were able to enlarge the covariance group by enlarging the space of Σs. In fact,
we could even make the equation covariant under general diffeomorphisms by
replacing partial with covariant derivatives. But note that the symmetry group
would still be that subgroup that stabilizes (leaves invariant) the (flat) metric
g and the (covariant constant) vector field n, which again results in the same
symmetry group as for the original equation (6).

3 The Impact of the Relativity Principle
on the Automorphism Group of Spacetime

In the history of SR it has often been asked what the most general transforma-
tions of spacetime were that implemented the relativity principle (RP), without
making use of the requirement of the constancy of the speed of light. This ques-
tion was first addressed by Ignatowsky [30], who showed that under a certain
set of technical assumptions (not consistently spelled out by him) the RP alone
suffices to arrive at a spacetime symmetry group which is either the Galilei or
the Lorentz group, the latter for some yet undetermined limiting velocity c. More
precisely, what is actually shown in this fashion is, as we will see, that the space-
time symmetry group must contain either the proper orthochronous Galilei or
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Lorentz group, if the group is required to comprise at least spacetime transla-
tions, spatial rotations, and boosts (velocity transformations). What we hence
gain is the group-theoretic insight of how these transformations must combine
into a common group, given that they form a group at all. We do not learn any-
thing about other transformations, like spacetime reflections or dilations, whose
existence we neither required nor ruled out on this theoretical level.

The work of Ignatowsky was put into a logically more coherent form by
Franck & Rothe [19] [20], who showed that some of the technical assumptions
could be dropped. Further formal simplifications were achieved by Berzi & Gorini
[8]. Below we shall basically follow their line of reasoning, except that we do not
impose the continuity of the transformations as a requirement, but conclude it
from their preservation of the inertial structure plus bijectivity. See also [3] for
an alternative discussion on the level of Lie algebras.

The principles of SR are mathematically most concisely expressed in terms
of few simple structures put onto spacetime. In SR these structures are absolute
in the sense of not being subject to any dynamical change. From a fundamental
point of view, it seems rather a matter of convention whether one thinks of these
structures as primarily algebraic or geometric. According to the idea advocated
by Felix Klein in his “Erlanger Programm” [35], a geometric structure can be
characterized by its automorphism group3. The latter is generally defined by the
subgroup of bijections of the set in question which leaves the geometric structure
– e.g. thought of as being given in terms of relations – invariant. Conversely, any
transformation group (i.e. subgroup of group of bijections) can be considered as
the automorphism group of some “geometry” which is defined via the invariant
relations.

The geometric structure of spacetime is not a priori given to us. It depends
on the physical means on which we agree to measure spatial distances and time
durations. These means refer to physical systems, like “rods” and “clocks”, which
are themselves subject to dynamical laws in spacetime. For example, at a fun-
damental physical level, the spatial transportation of a rod or a clock from one
place to another is certainly a complicated dynamical process. It is only due to
the special definition of “rod” and “clock” that the result of such a process can
be summarized by simple kinematical rules. Most importantly, their dynamical
behavior must be “stable” in the sense of being essentially independent of their
dynamical environment. Hence there is always an implicit consistency hypoth-
esis underlying operational definitions of spatio-temporal measurements, which
in case of SR amount to the assumption that rods and clocks are themselves
governed by Lorentz invariant dynamical laws.

A basic physical law is the law of inertia. It states the preference of certain
types of motions for force-free, uncharged, zero-spin test-particles: the “uniform”
and “rectilinear” ones. In the spacetime picture this corresponds to the prefer-
ence of certain curves corresponding to the inertial worldlines of the force-free
test particles. In the gravity-free case, we model these world lines by straight lines
of the affine space Aff(R4) over the vector space R

4. This closely corresponds to

3 Klein calls it “Hauptgruppe”.
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our intuitive notion of homogeneity of space and time, that is, that there exists an
effective and transitive (and hence simply transitive) action of the Abelian group
R

4 of translations (cf. Sects. A.1 and A.7). A lot could (and perhaps should) be
said at this point about the proper statement of the law of inertia and precisely
how it endows spacetimes with certain geometric structures. Instead we will
simply refer the interested reader to the literature; see e.g. [25] and references
therein.

Note that we do not conversely assume any straight line to correspond to some
inertial world-line. Hence the first geometric structure on spacetime, which can
be thought of as imposed by the law of inertia, is that of a subset of straight lines.
If all straight lines were involved, the automorphism group of spacetime would
necessarily have to map any straight line to a straight line and therefore be a
subgroup of the affine group R

4
� GL(4,R). This is just the content of the main

theorem in affine geometry; see e.g. [6]. However, we can only argue that it must
map the subset of inertial world-lines onto itself. We take this subset to consist of
all straight lines in Aff(R4) whose slope with respect to some reference direction
is smaller than a certain finite value β. This corresponds to all worldlines not
exceeding a certain limiting speed with reference to some inertial frame. It is
then still true that any bijection4 of Aff(R4) preserving that subset must be a
subgroup of the affine group [28]. Also, it is not necessary to assume that lines
map surjectively onto lines [16].

For further determination of the automorphism group of spacetime we invoke
the following principles:

ST1: Homogeneity of spacetime.
ST2: Isotropy of space.
ST3: Galilean principle of relativity.

We take ST1 to mean that the sought-for group should include all translations
and hence be of the form R

4
� G, where G is a subgroup of GL(4,R). ST2 is

interpreted as saying that G should include the set of all spatial rotations. If,
with respect to some frame, we write the general element A ∈ GL(4,R) in a 1+3
split form (thinking of the first coordinate as time, the other three as space), we
want G to include all

R(D) =
(

1 0�

0 D

)
, where D ∈ SO(3) . (8)

4 If one drops the assumption of bijectivity, then there exist in addition the fractional
linear transformations which map straight lines to straight lines, except for those
points that are mapped to ‘infinity’; see e.g. the discussion in Fock’s book [18], in
particular his Appendix A, and also [20]. One might argue that since physics takes
place in the finite we cannot sensibly argue for global bijectivity and hence have to
consider those more general transformations. However, the group they generate does
not have an invariant bounded domain in spacetime and hence cannot be considered
as the automorphism group of any fixed set of physical events.
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Finally, ST3 says that velocity transformations, henceforth called “boosts”, are
also contained in G. However, at this stage we do not know how boosts are to
be represented mathematically. Let us make the following assumptions:

B1: Boosts B(v) are labeled by a vector v ∈ Bc(R3), where Bc(R3) is the
open ball in R

3 of radius c. The physical interpretation of v shall be that of
the boost velocity, as measured in the system from which the transformation
is carried out. We allow c to be finite or infinite (B∞(R3) = R

3). v = 0
corresponds to the identity transformation, i.e. B(0) = idR4 . We also assume
that v, considered as coordinate function on the group, is continuous.

B2: As part of ST2 we require equivariance of boosts under rotations:

R(D) ·B(v) ·R(D−1) = B(D · v) . (9)

The latter assumption allows us to restrict attention to boost in a fixed direc-
tion, say that of the positive x-axis. Once their analytical form is determined
as function of v, where v = vex, we deduce the general expression for boosts
using (9) and (8). We make no assumptions involving space reflections.5 We now
restrict attention to v = vex. We wish to determine the most general form of
B(v) compatible with all requirements put so far. We proceed in several steps:

1. Using an arbitrary rotation D around the x-axis, so that D ·v = v, equation
(9) allows to prove that

B(vex) =
(
A(v) 0

0 α(v)12

)
, (10)

where here we wrote the 4×4 matrix in a 2+2 decomposed form. (i.e. A(v)
is a 2 × 2 matrix and 12 is the 2 × 2 unit-matrix). Applying (9) once more,
this time using a π-rotation about the y-axis, we learn that α is an even
function, i.e.

α(v) = α(−v) . (11)

Below we will see that α(v) ≡ 1.
2. Let us now focus on A(v), which defines the action of the boost in the t− x

plane. We write
(
t
x

)
�→
(
t′

x′

)
= A(v) ·

(
t
x

)
=
(
a(v) b(v)
c(v) d(v)

)
·
(
t
x

)
. (12)

We refer to the system with coordinates (t, x) as K and that with coordinates
(t′, x′) as K ′. From (12) and the inverse (which is elementary to compute)

5 Some derivations in the literature of the Lorentz group do not state the equivariance
property (9) explicitly, though they all use it (implicitly), usually in statements
to the effect that it is sufficient to consider boosts in one fixed direction. Once
this restriction is effected, a one-dimensional spatial reflection transformation is
considered to relate a boost transformation to that with opposite velocity. This
then gives the impression that reflection equivariance is also invoked, though this is
not necessary, for (9) allows to invert one axis through a 180-degree rotation about
a perpendicular one.
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one infers that the velocity v of K ′ with respect to K and the velocity v′ of
K with respect to K ′ are given by

v = − c(v)/d(v) , (13a)
v′ = − v d(v)/a(v) =: ϕ(v) . (13b)

Since the transformation K ′ → K is the inverse of K → K ′, the function
ϕ : (−c, c) → (−c, c) obeys

A(ϕ(v)) = (A(v))−1 . (14)

Hence ϕ is a bijection of the open interval (−c, c) onto itself and obeys

ϕ ◦ ϕ = id(−c,c) . (15)

3. Next we determine ϕ. Once more using (9), where D is a π-rotation about the
y-axis, shows that the functions a and d in (10) are even and the functions
b and c are odd. The definition (13b) of ϕ then implies that ϕ is odd. Since
we assumed v to be a continuous coordinatization of a topological group,
the map ϕ must also be continuous (since the inversion map, g �→ g−1, is
continuous in a topological group). A standard theorem now states that a
continuous bijection of an interval of R onto itself must be strictly monotonic.
Together with (15) this implies that ϕ is either the identity or minus the
identity map. If it is the identity map, evaluation of (14) shows that either
the determinant of A(v) must equals −1, or that A(v) is the identity for
all v. We exclude the second possibility straightaway and the first one on
the grounds that we required A(v) be the identity for v = 0. Also, in that
case, (14) implies A2(v) = id for all v ∈ (−c, c). We conclude that ϕ = −id,
which implies that the relative velocity of K with respect to K ′ is minus the
relative velocity of K ′ with respect to K. Plausible as it might seem, there
is no a priori reason why this should be so.6 The RP only implies (15), not
the stronger relation ϕ(v) = −v. This was first pointed out in [8]

4. We briefly revisit (11). Since we have seen that B(−vex) is the inverse of
B(vex), we must have α(−v) = 1/α(v), so that (11) implies α(v) ≡ ±1.
But only α(v) ≡ +1 is compatible with our requirement that B(0) be the
identity.

5. Now we return to the determination of A(v). Using (13) and ϕ = −id, we
write

A(v) =
(

a(v) b(v)
−va(v) a(v)

)
(16)

and
∆(v) := det

(
A(v)

)
= a(v)

[
a(v) + vb(v)

]
. (17)

Equation A(−v) = (A(v))−1 is now equivalent to

6 Note that v and v′ are measured with different sets of rods and clocks.
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a(−v) = a(v)/∆(v) , (18a)
b(−v) = − b(v)/∆(v) . (18b)

Since, as already seen, a is an even and b is an odd function, (18) is equivalent
to ∆(v) ≡ 1, i.e. the unimodularity of B(v). Equation (17) then allows to
express b in terms of a:

b(v) =
a(v)
v

[
1

a2(v)
− 1
]
. (19)

6. Our problem is now reduced to the determination of the single function a.
This we achieve by employing the requirement that the composition of two
boosts in the same direction results again in a boost in that direction, i.e.

A(v) · A(v′) = A(v′′) . (20)

According to (16) each matrix A(v) has equal diagonal entries. Applied
to the product matrix on the left hand side of (20) this implies that
v−2(a−2(v) − 1) is independent of v, i.e. equal to some constant k whose
physical dimension is that of an inverse velocity squared. Hence we have

a(v) =
1√

1 + kv2
, (21)

where we have chosen the positive square root since we require a(0) = 1.
The other implications of (20) are

a(v)a(v′)(1 − kvv′) = a(v′′) , (22a)
a(v)a(v′)(1 + vv′) = v′′a(v′′) , (22b)

from which we deduce

v′′ =
v + v′

1 − kvv′
. (23)

Conversely, (21) and (23) imply (22). We conclude that (20) is equivalent to
(21) and (23).

7. So far a boost in x direction has been shown to act non-trivially only in the
t−x plane, where its action is given by the matrix that results from inserting
(19) and (21) into (16):

A(v) =
(

a(v) kv a(v)
−v a(v) a(v) ,

)
where a(v) = 1/

√
1 + kv2 . (24)

• If k > 0 we rescale t �→ τ := t/
√
k and set

√
k v := tanα. Then (24)

is seen to be a Euclidean rotation with angle α in the τ − x plane. The
velocity spectrum is the whole real line plus infinity, i.e. a circle, cor-
responding to α ∈ [0, 2π], where 0 and 2π are identified. Accordingly,
the composition law (23) is just ordinary addition for the angle α. This
causes several paradoxa when v is interpreted as velocity. For example,
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composing two finite velocities v, v′ which satisfy vv′ = 1/k results in
v′′ = ∞, and composing two finite and positive velocities, each of which
is greater than 1/

√
k, results in a finite but negative velocity. In this way

the successive composition of finite positive velocities could also result in
zero velocity. The group G ⊂ GL(n,R) obtained in this fashion is, in fact,
SO(4). This group may be uniquely characterized as the largest connected
group of bijections of R

4 that preserves the Euclidean distance measure.
In particular, it treats time symmetrically with all space directions, so
that no invariant notion of time-orientability can be given in this case.

• For k = 0 the transformations are just the ordinary boosts of the Galilei
group. The velocity spectrum is the whole real line (i.e. v is unbounded
but finite) and G is the Galilei group. The law for composing velocities
is just ordinary vector addition.

• Finally, for k < 0, one infers from (23) that c := 1/
√
−k is an upper

bound for all velocities, in the sense that composing two velocities taken
from the interval (−c, c) always results in a velocity from within that
interval. Writing τ := ct, v/c =: β =: tanh ρ, and γ = 1/

√
1 − β2, the

matrix (24) is seen to be a Lorentz boost or hyperbolic motion in the τ−x
plane:

(
τ
x

)
�→
(

γ −βγ
−βγ γ

)
·
(
τ
x

)
=
(

cosh ρ − sinh ρ
− sinh ρ cosh ρ

)
·
(
τ
x

)
. (25)

The quantity
ρ := tanh−1(v/c) = tanh−1(β) (26)

is called rapidity.7 If rewritten in terms of the corresponding rapidities
the composition law (23) reduces to ordinary addition: ρ′′ = ρ + ρ′.

This shows that only the Galilei and the Lorentz group survive as candidates
for any symmetry group implementing the RP. Once the Lorentz group for veloc-
ity parameter c is chosen, one may prove that it is fully characterized by its prop-
erty to leave a certain symmetric bilinear form invariant (cf. Sect A.4). Endowing
spacetime with that structure plus the affine structure from the law of inertia, we
can characterize the Lorentz group as automorphism group of some geometric
structure. This is often the starting point of more axiomatic approaches. Here we
preferred to start with the opposite strategy, which stresses that the geometry of
spacetime is a contingent physical property, emerging through its automorphism
group, which in turn relates to the actual dynamical laws of nature. Having said
that, we may now follow the convenient axiomatic line of presentation.

4 Algebraic Structures of Minkowski Space

Definition 3. Minkowski space is the affine space Aff(R4) over the four-dimen-
sional real vector space R

4, where the latter is endowed with a symmetric
7 This term was coined by Robb [39], but the quantity was used before by others;

compare [50].
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non-degenerate bilinear form g of signature (+,−,−,−) = (1,3). We write
M

4 = (Aff(R4), g). We shall usually restrict to bases {eµ}µ=0···3 of R
4 for which

g(eµ, eν) =: gµν = diag(1,−1,−1,−1).

4.1 The Lorentz and the Galilei Group

Definition 4. The (homogeneous) Lorentz group is the linear group (subgroup
of GL(4,R)) of orthogonal transformations of M

4, also called O(1,3). Hence
{Lµν} ∈ O(1,3) iff

gµνL
µ
αL

ν
β = gαβ . (27)

Note that according to Proposition 9 orthogonal transformations are necessarily
linear.

As topological space O(1,3) decomposes into the disjoint union of four con-
nected components. Here +/− stands for positive/negative determinant and
↑ / ↓ for time-orientation preserving/reversing respectively:

O(1,3) = O↑
+(1,3) ∪ O↓

+(1,3)
︸ ︷︷ ︸

SO(1,3)

∪ O↑
−(1,3) ∪ O↓

−(1,3) . (28)

Of these four components only O↑
+(1,3), the component containing the group

identity, is a subgroup, called the group of proper orthochronous Lorentz
transformations. Elementwise composition with space/time reflections gives
O↑

−(1,3)/O↓
−(1,3) respectively. In the sequel we shall also write Lor for O(1,3)

and Lor↑+ for O↑
+(1,3).

For any group G ⊂ GL(n,R), there is a corresponding inhomogeneous group,
IG, given by the semi-direct product

IG = {(a,A) | a ∈ R
n , A ∈ G} , (29)

where
(a,A)(a′, A′) = (a + A · a′ , A ·A′) . (30)

It can again be thought of as subgroup of GL(n + 1 , R) via the embedding

(a,A) �−→
(

1 0�

a A

)
. (31)

In this fashion we get the inhomogeneous Lorentz groups ILor and ILor↑+ also
called Poincaré groups.

Let us recall the structure of the proper orthochronous homogeneous Galilei
group, which we denote by Gal↑+. It is generated by spatial rotations x �→ x′ =
D · x and boosts x �→ x′ = x + vt (t′ = t in both cases). Hence, if we agree to
let rotations act first and then act with the boosts, the general form of a matrix
in Gal↑+ ⊂ GL(4,R) will be (written in a 1 + 3 decomposition):
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G(v,D)) :=
(

1 0�

v 13

)(
1 0�

0 D

)
=
(

1 0�

v D .

)
(32)

Hence, given any pair (v,D), this tells us how to uniquely construct the matrix
G(v,D) ∈ Gal↑+. Conversely, given a matrix G ∈ Gal↑+, we can immediately tell
v ∈ R

3 and D ∈ SO(3) by comparison with the general form (32). Hence there
is a bijection of sets G : R

3 × SO(3) → Gal↑+. The group structure on R
3 × SO

that makes this into an isomorphism of groups is a semi-direct product:

G(v1,D1) ·G(v2,D2) = G(v1 + D1 · v2 , D1 · D2) . (33)

Hence we have an isomorphism Gal↑+
∼= R

3
�SO(3). This also follows straightaway

from comparing (31) with (32). From (33) the law for taking the inverse is easily
deduced: (

G(v,D)
)−1 = G(−D−1 · v , D−1) (34)

The inhomogeneous Galilei group is now isomorphic to an iterated semi direct
product:

IGal↑+ := R
4

� Gal↑+
∼= R

4
� (R3

� SO(3)) , (35)

where R
4 corresponds to space-time translations and R

3 to boost. The action of
Gal↑+ on R

4 is via the “defining representation”, i.e. the obvious action of 4 × 4
matrices of the form (32) on R

4. Not that this 4-dimensional representation of
Gal↑+ is reducible: it transforms the 3-dimensional subspace of “spatial” vectors
(0,a)� into themselves. Hence the semi-direct product of Gal↑+ with the subgroup
of pure spatial translations, isomorphic to R

3, is a proper subgroup of IGal↑+ that
properly contains Gal↑+: Gal↑+ ⊂ R

3
� Gal↑+ ⊂ IGal↑+. In other words: Gal↑+ is not

a maximal8 subgroup of IGal↑+. Hence another way to write IGal↑+ as semi-direct
product is

IGal↑+
∼= (R3 × R

3) � (R × SO(3)) . (36)

where the first two R
3 on the right hand side correspond to spatial translations

and boosts respectively, and the single R to time translations. The action of
R×SO(3) on R

3 ×R
3 is the factor-wise standard action of SO(3) on R

3 and the
trivial action of R.

At this point we can already anticipate some major group-theoretic differ-
ences between the Galilei and the Lorentz groups (denoted by Lor). For example:

1. Lor↑+ is a simple group, that is, it does not contain any normal subgroup other
than the trivial ones (itself and the unit element). The set of pure boost does
not form a subgroup. In contrast, Gal↑+ is not even semi-simple, meaning that
it contains a non-trivial Abelian normal subgroup, namely the boosts. This
makes a big difference in the corresponding representation theories.

8 A proper subgroup G′
� G is maximal if there is no subgroup H of G such that

G′
� H � G.
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2. In ILor↑+ = R
4

� Lor↑+ the action of Lor↑+ on R
4 is irreducible and Lor↑+ is

a maximal subgroup of ILor↑+, in contrast to the Galilean case. This makes
a difference for the existence of invariant equivalence relations on spacetime
(cf. Sect. A.1), like, for example, absolute simultaneity structures. This will
be further discussed in Sect. 5.3.

4.2 Polar Decomposition

In (32) we have given an easy proof-by-inspection of the unique decomposability
of any element in Gal↑+ into a product of a rotation and a boost. We now like to
discuss the analog of this decomposition within Lor↑+, which is more difficult to
obtain. We start by recalling the statement and proof of the ‘polar decomposi-
tion’ of matrices:

Proposition 1. Let X ∈ GL(n,C); then there exists a unique R ∈ U(n) (i.e.
R† = R−1) and a unique positive-definite Hermitian matrix B (i.e. B = B† with
strictly positive eigenvalues) such that

X = B ·R . (37)

If X ∈ GL(n,R) then B is real, symmetric, and positive definite. R is real and
orthogonal.

Proof. Let A := XX†, which is positive-definite and Hermitean (zero eigen-
values are excluded since X is invertible). Recall that the square-root is a
well defined bijective map (a homeomorphism in fact) of the space of positive-
definite Hermitean matrices onto itself. Define B :=

√
A and R := B−1X, then

R† = X†B−1 = X−1B = R−1, where the first equality follows from Hermitic-
ity of B and the second from B2 = XX†. Hence R is unitary and we have
shown existence of a polar decomposition. To show uniqueness, assume there
exist two such decompositions: X = B1R1 = B2R2. Then B1 = B2R3, where
R3 := R2R

−1
1 is again unitary. Hermiticity of B1,2 and unitarity of R3 now im-

ply B2
1 = B1B

†
1 = B2R3R

†
3B

†
2 = B2

2 and hence B1 = B2, since “squaring” is
an injective map (a homeomorphism in fact) from the space of positive-definite
Hermitean matrices onto itself. This, in turn, implies R1 = R2 and hence unique-
ness. Finally, if X is real, then B and consequently R are also real. ��

We wish to apply this to Lor↑+ ⊂ GL(4,R). But note that polar decomposing an
element in G ⊂ GL(n,C) need not generally lead to factors in G. However, this
is true in many cases. For example, we have

Proposition 2. Let E(p,q) be the diagonal matrix whose first p diagonal entries
equal +1 and the remaining q = n− p diagonal entries equal −1. We define the
group

U(p,q) := {X ∈ GL(n,C) | X · E(p,q) ·X† = E(p,q)} . (38)

Restricting to matrices with real entries gives the group O(p,q). Polar decompos-
ing elements of U(p,q) or O(p,q) leads to factors within these groups respectively.
The same is true if we restrict to the identity components of these groups.
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Proof. It is sufficient to prove that B =
√
XX† is in U(p,q) since this clearly

implies that the product R = B−1X will also be in U(p,q). Now, E(p,q) ∈ U(p,q)
(it clearly satisfies the defining relation in (38)) so that X† and hence XX†

are elements in U(p,q). But then
√
XX† ∈ U(p,q), too. To see this, use e.g.

the exponential map (cf. Sect. A.10), which defines a homeomorphism from the
space of Hermitean to the space of positive-definite Hermitean matrices. Then
X = exp(Y ) ∈ U(p,q) ⇔ E(p,q) · Y · E(p,q) = −Y † ⇔

√
X = exp(Y/2) ∈ U(p,q).

Finally it is clear from the explicit construction of the polar factors that if X(s)
is a continuous path connecting the identity to X, and if X(s) = B(s)R(s) is
the polar decomposition for each value of s, then B(s) and R(s) are continuous
paths connecting B and R to the identity. ��

We will use this to decompose any proper orthochronous Lorentz transfor-
mation L into a boost B and a proper spatial rotation R.9 Let

L =
(
γ a�

b M

)
(39)

be a Lorentz transformation. The defining relation (27), as well as the relation
LαµL

β
νg

µν = gαβ which follows from it, are equivalent respectively to

a2 = γ2 − 1 , γb = M · a , M · M� = 13 + b ⊗ b� , (40a)

b2 = γ2 − 1 , γa = M� · b , M� · M = 13 + a ⊗ a� . (40b)

The polar decomposition of the matrix L ∈ O(1, 3)↑+ in (39) is given by

L = B ·R (41)

with

B =

(
γ b�

b 13 + b⊗b�

1+γ

)

, R =

(
1 0�

0 M − b⊗a�

1+γ

)

. (42)

Tho check this, first verify that L is indeed the product B ·R using the relations
(40). Next we note that B is symmetric and that its eigenvalues (EV) are all
positive:

EV(B) = (γ +
√

γ2 − 1 , γ −
√

γ2 − 1 , 1 , 1) > 0 . (43)

Finally one checks that R is a spatial rotation, i.e.

D := M − b ⊗ a�

1 + γ
∈ SO(3) . (44)

9 Note that the analogous factorization (32) of a homogeneous Galilei transformation
into boost and rotation is not given by polar decomposition, but rather by a de-
composition into a lower triangular matrix with unit diagonal (the boost) and an
orthogonal matrix. This is a special case of what is generally known as Iwasawa
decomposition.
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Indeed, D · D� = 13 is easily verified using the relations (40) and det(D) = 1
follows from det(L) = det(B) = 1. Hence we have found the polar decomposition
of L ∈ O↑

+(1,3).
We can now characterize the factors B (boost) and R (rotation) of L in terms

of the parameters γ,a,b,M in (39). We start with R: Using the first and second
equation in (40a) one readily shows that

D · a = b . (45)

Hence the plane of rotation for D is span{a,b} ⊂ R
3. The rotation angle θ obeys

cos θ =
a · b
γ2 − 1

, (46a)

where we used a2 = b2 = γ2 − 1 (first equations in (40)). On the other hand, it
evidently also obeys the general equation 1 + 2 cos θ = trace(D), i.e.

1 + 2 cos θ = trace(M) − a · b
1 + γ

. (46b)

Elimination of a · b via (46a) gives

cos θ =
trace(M) − 1

1 + γ
. (46c)

Next we set β := b/γ, β := ‖β‖, and β̂ := β/β; then

γ = γ(β) := 1/
√

1 − β2 , b = γβ , a = γD� · β . (47)

Writing B in terms of β explicitly shows that it is a boost with parameter
β = v/c.

The general Lorentz transformation (39), instead of being considered as func-
tion of γ,a,b,M obeying (40), can now be considered as function of β and D,

L(β,D) =

(
γ γβ�

γβ 13 + (γ − 1) β̂ ⊗ β̂
�

)

︸ ︷︷ ︸
=: B(β)

(
1 0�

0 D

)

︸ ︷︷ ︸
=: R(D)

, (48)

where γ is now understood as function of β as in (47). The only restrictions
on the parameters being that D ∈ SO(3) and β ∈ B1 ⊂ R

3, where B1 denotes
the ball of unit radius centered at the origin (cf. (69)). The decomposition (48)
should be regarded as the analog of (32).

It is easy to check directly that the boost are indeed equivariant with respect
to rotations:

R(D) ·B(β) ·R(D−1) = B(D · β) . (49)

The polar decomposition is unique once the order of rotations and boosts are
fixed. In (41) we had put the rotations to the right, i.e. one first rotates and
then boosts (we think actively). Had we chosen the opposite order the rotation
parameter would still be D but the boost parameter would change to D� · β.
This follows immediately from (49).
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4.3 The Lie Algebras of the Lorentz and Galilei Groups

The commutation relations of the Lorentz Lie-algebra follow from the general
formula (191), where we have to set ε = 1. Here we shall rename the generators
Mab, where a, b ∈ {0, 1, 2, 3}, in the way explained below (indices i, j, k are in
{1, 2, 3}). For direct comparison with (191) we also give their expression in terms
of the defining representation (i.e. as elements of End(R4)). So let {ea}a=0···3
and {ηa}a=0···3 be dual bases of R

4 and ηa := gabη
b, where gab := g(ea, eb) (cf.

Sect. A.5). Then:

Ji := 1
2εijkMjk = εijkej ⊗ ηk , (50a)

Ki := 1
c Mi0 = 1

c (ei ⊗ η0 − e0 ⊗ ηi) , (50b)
Pi := Ti = ei , (50c)
E := c T0 = c e0 . (50d)

These generate active rotations, boosts, translations in space, and translations
in time respectively. The reason for the factors of 1/c in (50b) and c in (50d) is as
follows: We wish the Ki to be the generators of boosts with velocity parameters
vi (rather than βi = vi/c), i.e. exp(Mi0β

i) = exp(Kiv
i). Similarly, we wish E to

be the generator of time translation with parameter ∆t (rather than ∆x0 = c∆t),
i.e. exp(T0∆x0) = exp(E∆t). This puts the Ki and E in quantitative analogy to
the corresponding generators in the Galilei group and hence facilitates a direct
comparison.

The relations (191) now amount to

[Ji, Jj ] = εijk Jk (51a)
[Ji,Kj ] = εijk Kk (51b)

[Ki,Kj ] = − εijk Jk/c
2 (51c)

[Ji, Pj ] = εijk Pk (51d)
[Ji, E] = 0 (51e)

[Ki, Pj ] = δij E/c2 (51f)
[Ki, E] = Pi (51g)
[Pi, Pj ] = 0 (51h)
[Pi, E] = 0 . (51i)

Those involving Ji on the left hand side just tell us that the other quantity in
the bracket is either a spatial vector or scalar. According to (51a) the Ji form a
Lie subalgebra but, as e.g. (51b) shows, not an ideal (cf. Sect. A.9). In contrast,
(51c) shows that the Ki do not form a Lie subalgebra. The Ji,Ki span the Lie
algebra of O(1,3) and it is easy to prove from the first three relations above
that it is simple (has no non-trivial ideals). Moreover, any of the ten generators
appears on the right hand side of some relation (51), i.e. can be written as a
commutator. This means that the Lie algebra of the inhomogeneous Lorentz
group is perfect (i.e. generated by commutators).
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Another fact easily seen from (51a-51c) is that the Lie algebra of the ho-
mogeneous Lorentz group is the ‘complex double’ (my terminology, see below)
of the Lie algebra of SO(3). Let us explain this. Given a real Lie algebra L of
dimension n, we consider the real vector space C ⊗ L of dimension 2n. Here C

is considered as two-dimensional real vector space and ⊗ is clearly also taken
over R. C ⊗ L can be made into a real 2n-dimensional Lie algebra by defining
[z1⊗X1 , z2⊗X2] := z1z2⊗[X1,X2] and R-linear extension. This is easily checked
to satisfy all axioms (180). The complex double of L is now defined to be the real
Lie algebra C⊗L. For sure, C⊗L has a natural complex structure, which allows
to consider it as n-dimensional complex Lie algebra. In this case we10 would call
it LC, the complexification of L. However, we are interested in Lie algebras of Lie
groups, which a priori are always considered as real (cf. Sect. A.9), regardless of
the possible existence of a complex structure. Now let L be the Lie algebra of
SO(3), i.e. L = span{e1, e2, e3} where [ei, ej ] = εijkek. Consider C ⊗ L and set
Rj := 1 ⊗ ej and cKj := i ⊗ ej , so that C ⊗ L = span{R1, R2, R3,K1,K2,K3}.
In this basis the Lie brackets are just given by (51a-51c), showing that the ho-
mogeneous Lorentz Lie-algebra is indeed the complex double of the Lie algebra
of SO(3).

The Lie algebra of the inhomogeneous Galilei group is formally obtained from
(51) by taking the limit 1/c2 → 0, to that the right hand sides of (51c) and (51f)
are now replaced with zero. This causes big structural changes. For example,
the generators of boosts now generate an Abelian ideal in the homogeneous
Galilei Lie-algebra (generated by Ri,Ki), implying that it is not even semisimple,
whereas we just said that the homogeneous Lorentz Lie-algebra is simple. In the
inhomogeneous Galilei Lie-algebra the Ki and Pi together generate an Abelian
ideal. It is not perfect since the Ki and E do not occur on the right hand sides
anymore.

One might argue that it is physically incorrect to take E/c2 to zero in the
limit c → ∞. Rather, E → ∞ as c → ∞ since E contains a contribution mc2

from the rest-energy of the system (m denotes the rest mass, which we wish
to keep at a finite value). Hence, for an isolated system, one should rather set
E = mc2 + E0 and therefore have E/c2 → m in the limit as c → ∞. Then
the right hand side of (51c) is still zero in this limit but the right hand side
of (51f) becomes proportional mδij , where m is now read as a new element of
the Lie algebra that commutes with all other elements, i.e. lies in the center (in
any irreducible representation it is therefore written as m1 where 1 is the unit
operator). Also, due to m being central, (51g) is maintained with E0 replacing
E.

The 11-dimensional Lie algebra so obtained is well known. It is a central
extension of the inhomogeneous Galilei Lie-algebra, out of a unique 1-parameter
family of inequivalent central extensions, labeled by the value of m. As is well
known, it is this extension (and the corresponding 11-dimensional Lie group,

10 The terminology used here is non-standard. Often the distinction between C⊗L and
LC is not explicitly made, and even if it is, both are called “the complexification”
of L.
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sometimes called the Schrödinger group), which implement the Galilean sym-
metries in quantum mechanics by proper representations, whereas the inhomo-
geneous Galilei group only acts by ray-representations. Formally, the central
element m then gives rise to superselection rules. There are certain analogs of
this on the classical level; see [23].

The formal process by which the (inhomogeneous and homogeneous) Galilei
Lie-algebra emerges from the Lorentz Lie-algebra is a special case of what is
called a contraction, which was introduced in [31] just in order to understand
precisely the way in which the Galilei Lie-algebra and group can be understood as
limiting case of the Lorentz Lie-algebra and group respectively. The general idea
can be briefly described as follows: Consider a Lie algebra L with decomposition
into two linear subspaces L = H ⊕H ′, none of which we a priori assume to be a
Lie subalgebra. Choose an adapted basis {X1, · · ·Xn,X

′
1, · · ·X ′

n′} such that the
unprimed elements span H and the primed elements H ′. The Lie brackets have
the general form

[Xa,Xb] = Cc
abXc + Cc′

abX
′
c′ , (52a)

[Xa,X
′
b′ ] = Cc

ab′Xc + Cc′

ab′X
′
c′ , (52b)

[X ′
a′ ,X ′

b′ ] = Cc
a′b′Xc + Cc′

a′b′X
′
c′ . (52c)

We now rescale the primed generators, leaving the unprimed ones untouched,

Xa �→Ya := Xa , (53a)
X ′
a′ �→Y ′

a′ := εX ′
a′ (53b)

and write down (52) in terms of the new basis:

[Ya, Yb] = Cc
abYc + ε−1 Cc′

abY
′
c′ , (54a)

[Ya, Y ′
b′ ] = εCc

ab′Yc + Cc′

ab′Y
′
c′ , (54b)

[Y ′
a′ , Y ′

b′ ] = ε2 Cc
a′b′Yc + εCc′

a′b′Y
′
c′ . (54c)

We wish to formally take the limit ε → 0. Clearly this cannot be done unless the
terms ∝ ε−1 in (54a) all vanish, i.e. unless Cc′

ab = 0, which is equivalent to saying
that H := span{X1, · · ·Xn} must be a Lie-subalgebra of L. Assuming that this
is the case, the limit can be taken and the following Lie algebra emerges:

[Ya, Yb] = Cc
abYc , (55a)

[Ya, Y ′
b′ ] = Cc′

ab′Y
′
c′ , (55b)

[Y ′
a′ , Y ′

b′ ] = 0 . (55c)

Thus we see that in the limit the subalgebra H survives whereas the linear space
H ′ turns into an Abelian ideal. Hence the limit Lie algebra is a semi-direct
sum of the original Lie subalgebra H with the Abelian ideal H ′. It is called
the contraction of L over H, since H stays intact and the rest is contracted.
On the level of Lie groups one might think of the contracted group (the group
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generated by H ′) as an infinitesimal neighborhood of the group one contracts
over (the group generated by H) within the full Lie group (the group generated
by L).

This applies to the transition Lorentz → Galilei as follows: In the homo-
geneous case, we decompose the Lorentz Lie-algebra into the Lie subalgebra
H = span{J1, J2, J3} and the linear subspace H ′ = span{K1,K2,K3}, and then
contract it over H to obtain the homogeneous Galilei Lie-algebra. In the inho-
mogeneous case we set H = span{J1, J2, J3, E}, which is indeed a Lie subalgebra
as seen from (51), and H ′ = span{K1,K2,K3, P1, P2, P3}. Contracting over H
then just results in making H ′ Abelian, i.e. annihilating the right hand sides
of (51c) and (51f), which just results in the inhomogeneous Galilei Lie-algebra.
Its structure as semi-direct sum with H ′ as Abelian ideal is just the Lie-algebra
analog of the semi-direct product structure (36).

4.4 Composing Boosts

After this digression into Lie algebras we return to the level of groups. More
specifically, we are now interested in the composition of two boosts, B(β1) and
B(β2). The matrix product can be easily computed using the explicit form of
B(β) as given in (48). We set γi := γ(βi) for i = 1, 2 and denote by βi‖
and βi⊥ the components of βi parallel and perpendicular to the other velocity
respectively. The angle between β1 and β2 is denote by ϕ, i.e. β̂1 · β̂2 = cosϕ.
Then the matrix product has the general form (39), where

γ = γ1γ1(1 + β1 · β2) = γ1γ1(1 + β1β2 cosϕ) , (56a)

a = γ1γ2

(
β2 + β1‖ + γ−1

2 β1⊥
)
, (56b)

b = γ1γ2

(
β1 + β2‖ + γ−1

1 β2⊥
)
, (56c)

M = 13 + (γ1 − 1) β̂1 ⊗ β̂
�
1 + (γ2 − 1) β̂2 ⊗ β̂

�
2

+
(
β1γ1β2γ2 + (γ1 − 1)(γ2 − 1)β̂1 · β̂2

)
β̂1 ⊗ β̂

�
2 . (56d)

The resulting boost and rotation parameters will be called β = β1 � β2 and
D = T[β1,β2] respectively. Hence we have:

B(β1) ·B(β2) = B(β1 � β2) ·R(T[β1,β2]) . (57)

The operation � entails the law of how to compose velocities in SR. T [β1,β2]
is called the “Thomas rotation”. Its existence (i.e. it being non trivial) means
that pure boosts do not form a subgroup in the Lorentz group, in contrast to
the Galilei group.

The functional form of the � operation follows from (56), since β1�β2 = b/γ:

β1 � β2 =
β1 + β2‖ + γ−1

1 β2⊥

1 + β1 · β2
. (58)

Comparing (56b) with (56c) shows a/γ = β2 � β1. Equation (45) then shows
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β1 � β2 = T[β1,β2] · (β2 � β1) , (59)

which in turn implies (we write T−1[−,−] for the inverse matrix (T[−,−])−1)

T[β1,β2] = T−1[β2,β1] . (60)

Let now D ∈ SO(3) be any rotation; then (58) shows that � obeys

(D · β1) � (D · β2) = D · (β1 � β2) , (61)

which combined with (59) also shows that

T[D · β1,D · β2] = D · T[β1,β2] · D−1 . (62)

The Thomas rotation takes place in the plane span{a,b} = span{β1,β2}.
The cosine of the angle of rotation, θ, follows from (46c) and (56d):

cos θ = 1 − (γ1 − 1)(γ2 − 1)
γ + 1

sin2 ϕ , (63a)

where we used (56a) to eliminate a term ∝ cosϕ. It shows that T[β1,β2] = 13

iff β1 and β2 are either parallel (ϕ = 0) or anti-parallel (ϕ = π). We can now
again make use of (56a) to eliminate γ in favor of γ1, γ2, and cosϕ, so as to make
cos θ a function of the moduli β1, β2 of the velocities and the angle ϕ between
them:

cos θ = 1 − (γ1 − 1)(γ2 − 1) sin2 ϕ

1 + γ1γ2 +
√

(γ2
1 − 1)(γ2

2 − 1) cosϕ
. (63b)

Alternatively we can use (56a) to express cos θ as function of the tree moduli
β1, β2, and β = ‖β1 � β2‖, which assumes a nice symmetric form:11

cos θ =
(1 + γ + γ1 + γ2)2

(1 + γ)(1 + γ1)(1 + γ2)
− 1 . (63c)

Figure 1 illustrates the laws (58) and (59) of the Thomas rotation for a special
case in which the two velocities are perpendicular. In such cases θ ranges between
0 and π/2, as can be immediately deduced from (63b). The sense of the Thomas
rotation in the β1β2-plane is negative (we orient this plane in the usual way,
such that β1 × β2 defines the direction of the normal).

Generally θ ranges between 0 and π. More precisely, take fixed moduli β1

and β2 and consider cos θ as function of ϕ as given by (63b). For ϕ = 0 and
ϕ = π this function has obvious maxima (where cos θ = 1) and hence must have
a minimum inbetween, which corresponds to a maximal value of θ. Using (63b)
we compute that this maximum of θ occurs at a value ϕm which obeys

cosϕm = −
√

(γ1 − 1)(γ2 − 1)
(γ1 + 1)(γ2 + 1)

, (64)

11 This derivation, albeit straightforward, is a little tedious. A more elegant derivation,
using Clifford algebra, is given in [47].
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β1

β2

β1
� β2

γ−1
2 β1

γ
−

1
1

β
2

β
2
�
β

1

Fig. 1. Addition of perpendicular velocities β1 and β2 of modulus β1 = β2 = 0.78
so that γ−1

1 = γ−1
2 = 5/8. In this case (58) gives β1 � β2 = β1 + 5

8
β2 and likewise

β2 �β1 = β2 + 5
8
β1. For comparison, the dashed arrow corresponds to the “classically”

composed velocities (vector addition). According to (59), the rotation T[β1,β2] turns
β2 � β1 into β1 � β2, as indicated by the curved arrow

(the negative sign shows that ϕm > π/2) and that the maximal value θm obeys

cos θm = 1 − 2
(γ1 − 1)(γ2 − 1)
(γ1 + 1)(γ2 + 1)

= − cos(2ϕm) . (65)

Hence we see that θ becomes larger than π/2 for sufficiently large values of γ1

and γ2. For example, if β1 = β2 = β, i.e. γ1 = γ2 = γ, the value of β above which
θm exceeds π/2 is given by 25/4/(21/2 + 2) ≈ 0.985. Equation (65) also shows
that θm approaches its maximal value, π, only if γ1 and γ2 tend to infinity. In
general, (63b) shows that in that limit cos θ approaches cosϕ, which means that
θ approaches 2π−ϕ, since the Thomas rotation is in the negative sense relative
to the orientation of the β1-β2 plane.

Finally, using (49) and (57), we can now write down the general composition
law for Lorentz transformations:

L(β1,D1) · L(β2,D2) = L
(
β1 � D1 · β2 , T[β1,D1 · β2] · D1 · D2

)
. (66)

Moreover, noting that (B(β))−1 = B(−β), equations (41,49) also show that

(
L(β,D)

)−1 = L(−D−1 · β , D−1) . (67)

Note that (67) and (34) are just the same analytic operations on the parameter
spaces. The multiplication law (66) now replaces the semi-direct product struc-
ture (33) of the Galilei group, into which it turns in the limit c → ∞. Indeed,
writing β = v/c, the operation � between the v’s approaches + and the Thomas
rotation T[−,−] becomes the identity, as one e.g. sees from (63b) for γ1, γ2 → 1.
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4.5 The Algebraic Structure of Velocity Composition

Let us say a little more about the algebraic structure behind (58). First of all, �
defines a map

� : B1 × B1 → B1 , (β1,β2) �→ β1 � β2 , (68)

where
B1 := {β ∈ R

3 | ‖β‖ < 1} (69)

is the open ball in 3-dimensional Euclidean space (here space of velocities/c).
That its image lies indeed in B1 ⊂ R

3 follows from (56a), which e.g. implies
γ < 2γ1γ2. Hence � makes B∞ into a groupoid (see below). Moreover, for each
β ∈ B1, we have

0 � β = β � 0 = β , (70)

so that 0 is a unit with respect to �. Each element also has an inverse (left and
right):

β � (−β) = (−β) � β = 0 . (71)

We already saw in (59) that the Thomas rotation obstructs commutativity of
�. We now show that it also obstructs associativity. Consider the composition of
three boosts B(β1) ·B(β2) ·B(β3) and use associativity of matrix multiplication:

B(β1) ·
(
B(β2) ·B(β3)

)
=
(
B(β1) ·B(β2)

)
·B(β3) . (72a)

Iterated application of (57) shows that the left hand side is equal to

B
(
β1 � (β2 � β3)

)
·R(T[β1,β2 � β3] · T[β2,β3]) , (72b)

whereas the right hand side equals (also making use of (49)),

B
(
(β1 �β2)� (T[β1,β2] ·β3)

)
·R
(
T
[
β1 �β2 , T[β1,β2] ·β3

]
·T[β1,β2]

)
. (72c)

Expressions (72b) and (72c) are in polar decomposed form. Uniqueness then
implies equality of the boost and rotation factors separately. For the boosts this
implies

β1 � (β2 � β3) = (β1 � β2) �
(
T[β1,β2] · β3

)
, (73)

which shows how the Thomas rotation obstructs associativity. The general iden-
tity obtained from equating the rotational parts of (72b) and (72c) does not
interest us here. Rather, we wish to consider the special case where β1 = β3.
Then the product (72) is a symmetric and positive definite matrix12, that is, it
is a pure boost and therefore (trivially) polar decomposed. Hence the rotational
part in (72b) must be the identity. This gives

T[β1,β2] = T[β1,β2 � β1] = T[β1 � β2,β2] , (74)

12 For matrices it is generally true that if B is positive definite and A invertible, then
A ·B ·At is again positive definite. Note that here At is the adjoint of A with respect
to the Euclidean inner product.
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where the second equality follows from the first by simultaneously taking the
inverse and exchanging β1 and β2 (which leaves T[β1,β2] invariant according
to (60)).

Now consider the following equation in β1,β2, and β3:

β1 � β2 = β3 . (75a)

Can we (uniquely) solve it for β1 given β2 and β3, or for β2 given β1 and
β3? Since each β has an inverse, associativity would immediately answer this
in the affirmative.13 But associativity fails to hold. However, the answer is still
affirmative:

Proposition 3. The unique solutions of (75a) for β1 and β2 are given by

β1 = β3 � (−T[β3,β2] · β2) , (75b)
β2 = (−β1) � β3 . (75c)

Proof. (75c) immediately follows from �-multiplying (75a) with −β1 from the
left and using (73), taking into account that T[−β1,β1] = 13. The proof of (75b)
is more difficult. One way that is not just “guessing and verifying”, but rather
arrives at the solution in a more systematic fashion, is to go back to the group
level and consider the corresponding equation

L(β1,D1) · L(β2,D2) = L(β3,D3) , (76a)

whose parameter form is

β3 = β1 � D1 · β2 , (76b)
D3 = T[β1,D1 · β2] · D1 · D2 . (76c)

The group structure now tells us that the unique solution for L(β1,D1) is, using
(67),

L(β1,D1) = L(β3,D3) · L(−D−1
2 · β2,D−1

2 ) (77a)

whose parameter form is

β1 = β3 � (−D3 · D−1
2 · β2) , (77b)

D1 = T[β3 , −D3 · D−1
2 · β2] · D3 · D−1

2 . (77c)

Due to the group structure (76) and (77) are equivalent. In particular, (77) is a
consequence of (76). We now specialize to the case D1 = 13, in which (76b) just
becomes (75a). Equation (76c) then becomes

D3 · D−1
2 = T[β1,β2]

= T[β1 � β2 , β2] using (74)
= T[β3,β2] using (76b) . (78)

Inserting this into (77b) gives (75b). ��
13 For then we could e.g. �-multiply (75a) with −β2 from the right and get on the left

hand side (β1 � β2) � (−β2) = β1 � (β2 � (−β2)) = β1.
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Let us relate these findings to some algebraic terminology. A groupoid is a
set S with some map φ : S × S → S. Hence � makes the open unit ball B1 ⊂ R

3

into a groupoid. An associative groupoid is called a semigroup (so we don’t have
a semigroup) . A groupoid S is called a quasigroup if for any pair (a, b) ∈ S × S
there is a unique pair (x, y) ∈ S×S such that φ(x, a) = b and φ(a, y) = b. In our
case we have just seen that the unique pair (x, y) associated to (a, b) = (β1,β2) is
x = β2�(−T[β2,β1]·β1) and y = (−β1)�β2. If a common unit element exists, as
in (70), one calls it a quasigroup with unit or simply a loop. Note that in this case
the existence of a unique inverse for each element follows. In some sense a loop is
as close as you can get to the structure of a group if you drop associativity. This
is the algebraic structure of velocity space in SR. Much original work on this has
been done by A. Ungar, starting with [44], where e.g. the precise way in which
strict associativity fails (i.e. (73)) was first spelled out; see also his comprehensive
treatise [45] and references therein. In a more recent book [46] the same author
systematically develops the intimate relation to hyperbolic geometry. A brief
history of the research on these generalized algebraic structures is given in [40].

Let us briefly come back to the composition formulae (75). We interpret β1,
β2, and β3 as velocities of frames: β1 is the velocity of frame 2 with respect to
(i.e. measured in) frame 1. β2 is the velocity of frame 3 with respect to frame 2.
Finally, β3 is the velocity of frame 3 with respect to frame 1. Then, using (56a),
it is easy to derive the following expressions for the moduli of β3 and β2:

β2
3 =

(β1 + β2)2 − (β1 × β2)2

(1 + β1 · β2)2
, (79a)

β2
2 =

(β3 − β1)2 − (β3 × β1)2

(1 − β3 · β1)2
. (79b)

β2 is the modulus of the relative velocity between frames 2 and 3 as function of
the velocities of these frames with respect to a third one (here frame 1). It may
either be interpreted as velocity of frame 3 with respect to frame 2, (as above)
or as velocity of frame 2 with respect to frame 3 (reciprocity of frame velocities,
see Sect. 3). Accordingly, the right hand side of (79b) is symmetric under the
exchange β1 ↔ β3.

4.6 The Geometric Structure of Velocity Composition

Even though the discussion of the geometry behind velocity composition belongs,
strictly speaking, to the next, the geometry section, it is so intimately related to
the discussion just given that it seems more appropriate to place the two right
next to each other.

More precisely, the composition law for velocities is intimately related with
hyperbolic geometry (i.e. geometry on spaces with constant negative curvature),
as was first pointed out by Sommerfeld [41], Varičak [49, 50], Robb [39], and
Borel [11]. More recently the subject was elaborated on by Ungar [46]. The
general reason is that the space of four-velocities
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Hc := {u ∈ R
4 | g(u, u) = c2} ⊂ R

4 , (80)

is a 3-dimensional hyperbola in (R4, g), whose induced metric (g restricted to
the tangent bundle of Hc) is of constant negative curvature.

The space of velocities is parameterized by β ∈ B1 (cf. (69)). Formula (79b)
may now be read as endowing B1 with a distance function. From it we can
read off the Riemannian metric by just applying it to two infinitesimally nearby
velocities β = β1 and β + dβ = β3. Then β2

2 gives us the square of their
distance, ds2, and we obtain

ds2 =
dβ2 − (β × dβ)2
(
1 − β2

)2 (81a)

=
dβ2

(
1 − β2

)2 +
β2

1 − β2

(
dθ2 + sin2 θ dϕ2

)
(81b)

=
dr2

1 + r2
+ r2

(
dθ2 + sin2 θ dϕ2

)
. (81c)

Here (β, θ, ϕ) are just the ordinary spherical polar coordinates in β-space and
r := β/

√
1 − β2. This is easily recognized as Riemannian metric of constant

negative curvature, e.g. by comparing (81c) with the spatial part of the k = −1
standard FRW-metric in cosmology. The geodesic between the origin and a point
(β, θ, ϕ) is just the radial segment, whose length is

s =
∫ β

0

dβ′
√

1 − β′2
= tanh−1 β . (82)

Hence the rapidity (26) turns out to be just the geodesic distance in velocity
space. This explains why in terms of it the composition of velocities in the same
direction is just ordinary addition; compare the remark following equation (26).

In this geometric setting the law (79a) for the modulus of the composed
velocities just turns into the law for the length of the third side of a geodesic
triangle as function of the length of the two other sides and the angle between
them. This is most easily read off from (56a) if rewritten in terms of rapidities,
i.e. γi = cosh ρi and βiγi = sinh ρi:

cosh ρ3 = cosh ρ1 cosh ρ1 + sinh ρ1 sinh ρ2 cosϕ . (83)

This is just the well known “cosine-law” for hyperbolic triangles, the connection
of which with the law of composing velocities in SR was first pointed out by
Sommerfeld [41] and later, independently, by Borel [11].

A beautiful application of the hyperbolic geometry of velocity space (80)
concerns Thomas rotation [47]. Suppose a torque-free gyro is carried along the
worldline z(τ) of an observer. The hodograph is the curve ż(τ) on Hc and ż(τ)⊥

can be identified with the tangent plane to Hc at ż(τ). At each instant the gyro’s
angular-momentum vector lies in this tangent plane and along the worldline it
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is Fermi-Walker transported. We recall that given a vector field X along the
worldline z, the Fermi-Walker derivative of X along z is defined by

FżX := (∇żX‖)‖ + (∇żX⊥)⊥ , (84)

where ‖ and ⊥ denote the g-orthogonal projections parallel and perpendicular
to the worldline’s tangent direction ż. Applied to the gyro’s angular momen-
tum vector one sees that the law of Fermi-Walker transportation along z turns
into the law of parallel propagation along the hodograph on Hc with respect
to the Levi-Civita connection for the hyperbolic metric that Hc inherits from
its embedding into Minkowski space.14 Applied to spatially periodic orbits the
holonomy of their closed hodographs in the tangent bundle of Hc is then just
Thomas’ rotation. This neat geometric idea goes back to Borel [11], who sketched
it almost 15 years before Thomas’ paper [42] appeared.

5 Geometric Structures in Minkowski Space

5.1 Preliminaries

Let us generally consider n dimensional Minkowski space M
n, that is, the affine

space over an n-dimensional, real vector space V with a non-degenerate bilinear
form g of signature (1, n−1) (compare Sect. A.7 and Sect. A.2 respectively). We
introduce the following notations:

v · w := g(v, w) and ‖v‖g :=
√
|g(v, v)| . (85)

We shall also simply write v2 for v ·v. A vector v ∈ V is called timelike, lightlike,
or spacelike according to v2 being > 0, = 0, or < 0 respectively. Non-spacelike
vectors are also called causal and their set, C̄ ⊂ V , is called the causal-doublecone.
Its interior, C, is called the chronological-doublecone and its boundary, L, the
light-doublecone:

C̄ : = {v ∈ V | v2 ≥ 0} , (86a)

C : = {v ∈ V | v2 > 0} , (86b)

L : = {v ∈ V | v2 = 0} . (86c)

A linear subspace V ′ ⊂ V is called timelike, lightlike, or spacelike according to
g
∣
∣
V ′ being indefinite, negative semi-definite but not negative definite, or negative

definite respectively. Instead of the usual Cauchy-Schwarz-inequality we have

v2w2 ≤ (v · w)2 for span{v, w} timelike , (87a)

v2w2 = (v · w)2 for span{v, w} lightlike , (87b)

v2w2 ≥ (v · w)2 for span{v, w} spacelike . (87c)

14 Generally, the Levi-Civita covariant derivative of a submanifold is obtained from the
(covariant) derivative of the ambient manifold by restricting it to tangent vectors
and subsequently projecting the result tangentially to the submanifold.
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Given a set W ⊂ V (not necessarily a subspace15), its g-orthogonal comple-
ment is the subspace

W⊥ := {v ∈ V | v · w = 0, ∀w ∈ W} . (88)

If v ∈ V is lightlike then v ∈ v⊥. In fact, v⊥ is the unique lightlike hyperplane
containing v. On the other hand, if v is timelike/spacelike v⊥ is spacelike/timelike
and v �∈ v⊥.

Given any subset W ⊂ V , we can attach it to a point p in M
n:

Wp := p + W := {p + w | w ∈ W} . (89)

In particular, the causal-, chronological-, and light-doublecones at p ∈ M
n are

given by:

C̄p : = p + C̄ , (90a)
Cp : = p + C , (90b)
Lp : = p + L . (90c)

If W is a subspace of V then Wp is an affine subspace of M
n over W . If

W is time-, light-, or spacelike then Wp is also called time-, light-, or spacelike.
Of particular interest are the hyperplanes v⊥p which are timelike, lightlike, or
spacelike according to v being spacelike, lightlike, or timelike respectively.

Two points p, q ∈ M
n are said to be timelike-, lightlike-, or spacelike separated

if the line joining them (equivalently: the vector p − q) is timelike, lightlike, or
spacelike respectively. Non-spacelike separated points are also called causally
separated and the line though them is called a causal line.

It is easy to show that the relation v ∼ w ⇔ v ·w > 0 defines an equivalence
relation on the set of timelike vectors. (Only transitivity is non-trivial, i.e. if
u ·v > 0 and v ·w > 0 then u ·w > 0. To show this, decompose u and w into their
components parallel and perpendicular to v.). Each of the two equivalence classes
is a cone in V , that is, closed under addition and multiplication with positive
numbers. Vectors in the same class are said to have the same time orientation.
In the same fashion the relation v ∼ w ⇔ v · w ≥ 0 defines an equivalence
relation on the set of causal vectors, with both equivalence classes being again
cones. The existence of these equivalence relations is expressed by saying that
M
n is time orientable. Picking one of the two possible time orientations is then

equivalent to specifying a single timelike reference vector, v∗, whose equivalence
class of directions may be called the future. This being done we can speak of the
future (or forward) (+) and past (or backward) (−) cones:

C̄± : = {v ∈ C̄ | v · v∗ ≷ 0} , (91a)

C± : = {v ∈ C̄ | v · v∗ ≷ 0} , (91b)

L± : = {v ∈ L̄ | v · v∗ ≷ 0} . (91c)

15 By a ‘subspace’ of a vector space we always understand a sub vector-space.
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Note that C̄± = C± ∪ L± and C± ∩ L± = ∅. Usually L+ is called the future and
L− the past lightcone. Mathematically speaking this is an abuse of language
since, in contrast to C̄± and C±, they are not cones: They are each invariant (as
sets) under multiplication with positive real numbers, but adding to vectors in
L± will result in a vector in C± unless the vectors were parallel.

As before, these cones can be attached to the points in M
n. We write in a

straightforward manner:

C̄±
p : = p + C̄± , (92a)

C±
p : = p + C± , (92b)

L±
p : = p + L± . (92c)

The Cauchy-Schwarz inequalities (87) result in various cases for generalized
triangle inequalities. Clearly, for spacelike vectors, one just has the ordinary
triangle inequality. But for causal or timelike vectors one has to distinguish
the cases according to the relative time orientations. For example, for timelike
vectors of equal time orientation, one obtains the reversed triangle inequality:

‖v + w‖g ≥ ‖v‖g + ‖w‖g , (93)

with equality iff v and w are parallel. It expresses the geometry behind the “twin
paradox”.

Before we turn to the next section, we remark that any bijective map
φ : M

n → M
n that satisfies d(p, q) = d(φ(p), φ(q)), where d(p, q) := ‖p− q‖g, is

necessarily affine linear. This follows immediately from the corresponding state-
ment for vector spaces, as given in Proposition 9. The results in the following
section should be considered as strengthenings of this statement.

5.2 Causality Relations and the Lorentz Group

The family of cones {C̄+
q | q ∈ M

n} defines a partial order relation, denoted by
≥ (cf. Sect. A.1), on spacetime as follows: p ≥ q iff p ∈ C̄+

q , i.e. iff p− q is causal
and future pointing. Similarly, the family {C+

q | q ∈ M
n} defines a strict partial

order, denoted by > (cf. Sect. A.1): p > q iff p ∈ C+
q , i.e. if p− q is timelike and

future pointing. There is a third relation, called �, defined as follows: p � q iff
p ∈ L+

q , i.e. p is on the future lightcone at q. It is not a partial order due to the
lack of transitivity, which, in turn, is due to the lack of the lightcone being a
cone (in the proper mathematical sense explained above). Replacing the future
(+) with the past (−) cones gives the relations ≤, <, and �.

It is obvious that the action of ILor↑ (spatial reflections are permitted) on
M
n maps each of the six families of cones (92) into itself and therefore leave

each of the six relations invariant. For example: Let p > q and f ∈ ILor↑, then
(p−q)2 > 0 and p−q future pointing, but also (f(p)−f(q))2 > 0 and f(p)−f(q)
future pointing, hence f(p) > f(q). Another set of “obvious” transformations of
M
n leaving these relations invariant is given by all dilations:
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d(λ,m) : M
n → M

n , p �→ d(λ,m)(p) := λ(p−m) + m, (94)

where λ ∈ R+ is the constant dilation-factor and m ∈ M
n the center. This follows

from
(
dλ,m(p)− dλ,m(q)

)2 = λ2(p− q)2,
(
dλ,m(p)− dλ,m(q)

)
· v∗ = λ(p− q) · v∗,

and the positivity of λ. Since translations are already contained in ILor↑, the
group generated by ILor↑ and all dλ,m is the same as the group generated by
ILor↑ and all dλ,m for fixed m.

A seemingly difficult question is this: What are the most general transforma-
tions of M

n that preserve those relations? Here we understand “transformation”
synonymously with “bijective map”, so that each transformation f has in inverse
f−1. “Preserving the relation” is taken to mean that f and f−1 preserve the re-
lation. Then the somewhat surprising answer to the question just posed is that,
in three or more spacetime dimensions, there are no other such transformations
besides those already listed:

Theorem 1. Let ! stand for any of the relations ≥, >,� and let f be a bijection
of M

n with n ≥ 3, such that p ! q implies f(p) ! f(q) and f−1(p) ! f−1(q).
Then f is the composition of an Lorentz transformation in ILor↑ with a dilation.

Proof. These results were proven by A.D. Alexandrov and independently by E.C.
Zeeman. A good review of Alexandrov’s results is [1]; Zeeman’s paper is [51]. The
restriction to n ≥ 3 is indeed necessary, as for n = 2 the following possibility
exists: Identify M

2 with R
2 and the bilinear form g(z, z) = x2 − y2, where

z = (x, y). Set u := x− y and v := x + y and define f : R
2 → R

2 by f(u, v) :=
(h(u), h(v)), where h : R → R is any smooth function with h′ > 0. This defines
an orientation preserving diffeomorphism of R

2 which transforms the set of lines
u = const. and v = const. respectively into each other. Hence it preserves the
families of cones (92a). Since these transformations need not be affine linear they
are not generated by dilations and Lorentz transformations. ��

These results may appear surprising since without a continuity requirement
one might expect all sorts of wild behavior to allow for more possibilities. How-
ever, a little closer inspection reveals a fairly obvious reason for why continuity
is implied here. Consider the case in which a transformation f preserves the
families {C+

q | q ∈ M
n} and {C−

q | q ∈ M
n}. The open diamond-shaped sets

(usually just called “open diamonds”),

U(p, q) := (C+
p ∩ C−

q ) ∪ (C+
q ∩ C−

p ) , (95)

are obviously open in the standard topology of M
n (which is that of R

n). Note
that at least one of the intersections in (95) is always empty. Conversely, is is
also easy to see that each open set of M

n contains an open diamond. Hence the
topology that is defined by taking the U(p, q) as subbase (the basis being given
by their finite intersections) is equivalent to the standard topology of M

n. But,
by hypothesis, f and f−1 preserves the cones C±

q and therefore open sets, so that
f must, in fact, be a homeomorphism.
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There is no such obvious continuity input if one makes the strictly weaker
requirement that instead of the cones (92) one only preserves the doublecones
(90). Does that allow for more transformations, except for the obvious time
reflection? The answer is again in the negative. The following result was shown
by Alexandrov (see his review [1]) and later, in a different fashion, by Borchers
and Hegerfeld [10]:

Theorem 2. Let ∼ denote any of the relations: p ∼ q iff (p− q)2 ≥ 0, p ∼ q iff
(p−q)2 > 0, or p ∼ q iff (p−q)2 = 0. Let f be a bijection of M

n with n ≥ 3, such
that p ∼ q implies f(p) ∼ f(q) and f−1(p) ∼ f−1(q). Then f is the composition
of an Lorentz transformation in ILor with a dilation.

All this shows that, up to dilations, Lorentz transformations can be charac-
terized by the causal structure of Minkowski space. Let us focus on a particular
subcase of Theorem 2, which says that any bijection f of M

n with n ≥ 3, which
satisfies ‖p− q‖g = 0 ⇔ ‖f(p) − f(q)‖g = 0 must be the composition of a dila-
tion and a transformation in ILor. This is sometimes referred to as Alexandrov’s
theorem. It is, to my knowledge, the closest analog in Minkowskian geometry
to the famous theorem of Beckman and Quarles [4], which refers to Euclidean
geometry and reads as follows:16

Theorem 3 (Beckman and Quarles 1953). Let R
n for n ≥ 2 be endowed

with the standard Euclidean inner product 〈· | ·〉. The associated norm is given
by ‖x‖ :=

√
〈x | x〉. Let δ be any fixed positive real number and f : R

n → R
n

any map such that ‖x − y‖ = δ ⇒ ‖f(x) − f(y)‖ = δ; then f is a Euclidean
motion, i.e. f ∈ R

n
� O(n).

Note that there are three obvious points which let the result of Beckman and
Quarles in Euclidean space appear somewhat stronger than the theorem of
Alexandrov in Minkowski space:

1. The conclusion of Theorem 3 holds for any δ ∈ R+, whereas Alexandrov’s
theorem singles out lightlike distances.

2. In Theorem 3, n = 2 is not excluded.
3. In Theorem 3, f is not required to be a bijection, so that we did not assume

the existence of an inverse map f−1. Correspondingly, there is no assumption
that f−1 also preserves the distance δ.

16 In fact, Beckman and Quarles proved the conclusion of Theorem3 under slightly
weaker hypotheses: They allowed the map f to be “many-valued”, that is, to be
a map f : R

n → Sn, where Sn is the set of non-empty subsets of R
n, such that

‖x − y‖ = δ ⇒ ‖x′ − y′‖ = δ for any x′ ∈ f(x) and any y′ ∈ f(y). However, given
the statement of Theorem3, it is immediate that such “many-valued maps” must
necessarily be single-valued. To see this, assume that x∗ ∈ R

n has the two image
points y1, y2 and define hi : R

n → R
n for i = 1, 2 such that h1(x) = h2(x) ∈ f(x)

for all x �= x∗ and hi(x∗) = yi. Then, according to Theorem3, hi must both be
Euclidean motions. Since they are continuous and coincide for all x �= x∗, they must
also coincide at x∗.
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5.3 Einstein Synchronization

We start by characterizing those cases in which a strict inverted Cauchy-Schwarz
inequality holds:

Lemma 1. Let V be of dimension n > 2 and v ∈ V be some non-zero vector.
The strict inverted Cauchy-Schwarz inequality,

v2w2 < (v · w)2 , (96)

holds for all w ∈ V linearly independent of v iff v is timelike.

Proof. Obviously v cannot be spacelike, for then we would violate (96) with any
spacelike w. If v is lightlike then w violates (96) iff it is in the set v⊥ − span{v},
which is non-empty iff n > 2. Hence v cannot be lightlike if n > 2. If v is timelike
we decompose w = av+w′ with w′ ∈ v⊥ so that w′2 ≤ 0, with equality iff v and
w are linearly dependent. Hence

(v · w)2 − v2w2 = −v2 w′2 ≥ 0 , (97)

with equality iff v and w are linearly dependent. ��

The next Lemma deals with the intersection of a causal line with a light cone, a
situation depicted in Fig. 2.

Lemma 2. Let Lp be the light-doublecone with vertex p and � := {r+λv | r ∈ R}
be a non-spacelike line, i.e. v2 ≥ 0, through r �∈ Lp. If v is timelike �∩Lp consists
of two points. If v is lightlike this intersection consists of one point if p− r �∈ v⊥

and is empty if p− r ∈ v⊥. Note that the latter two statements are independent
of the choice of r ∈ �–as they must be–, i.e. are invariant under r �→ r′ := r+σv,
where σ ∈ R.

Proof. We have r + λv ∈ Lp iff

(r + λv − p)2 = 0 ⇐⇒ λ2v2 + 2λv · (r − p) + (r − p)2 = 0 . (98)

For v timelike we have v2 > 0 and (98) has two solutions

λ1,2 =
1
v2

{
−v · (r − p) ±

√(
v · (r − p)

)2 − v2(r − p)2
}

. (99)

Indeed, since r �∈ Lp, the vectors v and r−p cannot be linearly dependent so that
Lemma 1 implies the positivity of the expression under the square root. If v is
lightlike (98) becomes a linear equation which is has one solution if v ·(r−p) �= 0
and no solution if v·(r−p) = 0 [note that (r−p)2 �= 0 since q �∈ Lp by hypothesis].

��
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Fig. 2. A timelike line � = {r+λv | λ ∈ R} intersects the light-cone with vertex p �∈ �
in two points: q+, its intersection with the future light-cone and q−, its intersection
with past the light cone. q is a point inbetween q+ and q−

Proposition 4. Let � and Lp as in Lemma 2 with v timelike. Let q+ and q− be
the two intersection points of � with Lp and q ∈ � a point between them. Then

‖q − p‖2
g = ‖q+ − q‖g ‖q − q−‖g . (100)

Moreover, ‖q+ − q‖g = ‖q − q−‖g iff p− q is perpendicular to v.

Proof. The vectors (q+−p) = (q−p)+(q+−q) and (q−−p) = (q−p)+(q−−q)
are lightlike, which gives (note that q − p is spacelike):

‖q − p‖2
g = −(q − p)2 = (q+ − q)2 + 2(q − p) · (q+ − q) , (101a)

‖q − p‖2
g = −(q − p)2 = (q− − q)2 + 2(q − p) · (q− − q) . (101b)

Since q+ − q and q − q− are parallel we have q+ − q = λ(q − q−) with λ ∈ R+

so that (q+ − q)2 = λ‖q+ − q‖g‖q − q−‖g and λ(q− − q)2 = ‖q+ − q‖g‖q − q−‖g.
Now, multiplying (101b) with λ and adding this to (101a) immediately yields

(1 + λ) ‖q − p‖2
g = (1 + λ) ‖q+ − q‖g‖q − q−‖g . (102)

Since 1+λ �= 0 this implies (100). Finally, since q+−q and q−−q are antiparallel,
‖q+ − q‖g = ‖q− − q‖g iff (q+ − q) = −(q− − q). Equations (101) now show that
this is the case iff (q − p) · (q± − q) = 0, i.e. iff (q − p) · v = 0. Hence we have
shown

‖q+ − q‖g = ‖q − q−‖g ⇐⇒ (q − p) · v = 0 . (103)

In other words, q is the midpoint of the segment q+q− iff the line through p and
q is perpendicular (wrt. g) to �. ��
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The somewhat surprising feature of the first statement of this proposition is that
(100) holds for any point of the segment q+q−, not just the midpoint, as it would
have to be the case for the corresponding statement in Euclidean geometry.

The second statement of Proposition 4 gives a convenient geometric charac-
terization of Einstein-simultaneity. Recall that an event q on a timelike line �
(representing an inertial observer) is defined to be Einstein-simultaneous with
an event p in spacetime iff q bisects the segment q+q− between the intersection
points q+, q− of � with the double-lightcone at p. Hence Proposition 4 implies

Corollary 1. Einstein simultaneity with respect to a timelike line � is an equiv-
alence relation on spacetime, the equivalence classes of which are the spacelike
hyperplanes orthogonal (wrt. g) to �.

The first statement simply follows from the fact that the family of parallel hy-
perplanes orthogonal to � form a partition (cf. Sect. A.1) of spacetime.

From now on we shall use the terms “timelike line” and “inertial observer”
synonymously. Note that Einstein simultaneity is only defined relative to an
inertial observer. Given two inertial observers,

� = {r + λv | λ ∈ R} first observer , (104a)
�′ = {r′ + λ′v′ | λ′ ∈ R} second observer , (104b)

we call the corresponding Einstein-simultaneity relations �-simultaneity and �′-
simultaneity. Obviously they coincide iff � and �′ are parallel (v and v′ are lin-
early dependent). In this case q′ ∈ �′ is �-simultaneous to q ∈ � iff q ∈ � is
�′-simultaneous to q′ ∈ �′. If � and �′are not parallel (skew or intersecting in one
point) it is generally not true that if q′ ∈ �′ is �-simultaneous to q ∈ � then q ∈ �
is also �′-simultaneous to q′ ∈ �′. In fact, we have

Proposition 5. Let � and �′ two non-parallel timelike likes. There exists a
unique pair (q, q′) ∈ � × �′ so that q′ is �-simultaneous to q and q is �′ si-
multaneous to q′.

Proof. We parameterize � and �′ as in (104). The two conditions for q′ being �-
simultaneous to q and q being �′-simultaneous to q′ are (q−q′)·v = 0 = (q−q′)·v′.
Writing q = r +λv and q′ = r′ +λ′v′ this takes the form of the following matrix
equation for the two unknowns λ and λ′:

(
v2 −v · v′

v · v′ −v′2

)(
λ
λ′

)
=
(

(r′ − r) · v
(r′ − r) · v′

)
. (105)

This has a unique solution pair (λ, λ′), since for linearly independent timelike
vectors v and v′ Lemma 1 implies (v · v′)2 − v2v′2 > 0. Note that if � and �′

intersect q = q′ = intersection point. ��

Clearly, Einstein-simultaneity is conventional and physics proper should not
depend on it. For example, the fringe-shift in the Michelson-Morley experiment
is independent of how we choose to synchronize clocks. In fact, it does not
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even make use of any clock. So what is the general definition of a “simultaneity
structure”? It seems obvious that it should be a relation on spacetime that is
at least symmetric (each event should be simultaneous to itself). Going from
one-way simultaneity to the mutual synchronization of two clocks, one might
like to also require reflexivity (if p is simultaneous to q then q is simultaneous
to p), though this is not strictly required in order to one-way synchronize each
clock in a set of clocks with one preferred “master clock”, which is sufficient for
many applications.

Moreover, if we like to speak of the mutual simultaneity of sets of more than
two events we need an equivalence relation on spacetime. The equivalence rela-
tion should be such that each inertial observer intersect each equivalence class
precisely once. Let us call such a simultaneity structure “admissible”. Clearly
there are zillions of such structures: just partition spacetime into any set of ap-
propriate17 spacelike hypersurfaces (there are more possibilities at this point, like
families of forward or backward lightcones). An absolute admissible simultaneity
structure would be one which is invariant (cf. Sect. A.1) under the automorphism
group of spacetime. We have

Proposition 6. There exits precisely one admissible simultaneity structure which
is invariant under the inhomogeneous proper orthochronous Galilei group and
none that is invariant under the inhomogeneous proper orthochronous Lorentz
group.

Proof. See [24]. ��

There is a group-theoretic reason that highlights this existential difference:

Proposition 7. Let G be a group with transitive action on a set S. Let Stab(p) ⊂
G be the stabilizer subgroup for p ∈ S (due to transitivity all stabilizer subgroups
are conjugate). Then S admits a G-invariant equivalence relation R ⊂ S × S
iff Stab(p) is not maximal, that is, iff Stab(p) is properly contained in a proper
subgroup H of G: Stab(p) � H � G.

Proof. See Theorem 1.12 in [32]. ��

Regarding the action of the inhomogeneous Galilei and Lorentz groups on space-
time their stabilizers are the corresponding homogeneous groups. As already dis-
cussed at the end of Sect. 4.1, the homogeneous Lorentz group is maximal in the
inhomogeneous one, whereas the homogeneous Galilei group is not maximal in
the inhomogeneous one. This, according to Proposition 7, is the group theoretic
origin of the absence of any invariant simultaneity structure in the Lorentzian
case.
17 For example, the hypersurfaces should not be asymptotically hyperboloidal, for then

a constantly accelerated observer would not intersect all of them.
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5.4 The Lattice Structure of Causally
and Chronologically Complete Sets

Here we wish to briefly discuss another important structure associated with
causality relations in Minkowski space, which plays a fundamental rôle in modern
Quantum Field Theory (see e.g. [27]). Let S1 and S2 be subsets of M

n. We say
that S1 and S2 are causally disjoint or spacelike separated iff p1−p2 is spacelike,
i.e. (p1 − p2)2 < 0, for any p1 ∈ S1 and p2 ∈ S2. Note that because a point is
not spacelike separated from itself, causally disjoint sets are necessarily disjoint
in the ordinary set-theoretic sense – the converse being of course not true.

For any subset S ⊆ M
n we denote by S′ the largest subset of M

n which
is causally disjoint to S. The set S′ is called the causal complement of S. The
procedure of taking the causal complement can be iterated and we set S′′ := (S′)′

etc. S′′ is called the causal completion of S. It also follows straight from the
definition that S1 ⊆ S2 implies S′

1 ⊇ S′
2 and also S′′ ⊇ S. If S′′ = S we call

S causally complete. We note that the causal complement S′ of any given S is
automatically causally complete. Indeed, from S′′ ⊇ S we obtain (S′)′′ ⊆ S′,
but the first inclusion applied to S′ instead of S leads to (S′)′′ ⊇ S′, showing
(S′)′′ = S′. Note also that for any subset S its causal completion, S′′, is the
smallest causally complete subset containing S, for if S ⊆ K ⊆ S′′ with K ′′ = K,
we derive from the first inclusion by taking ′′ that S′′ ⊆ K, so that the second
inclusion yields K = S′′. Trivial examples of causally complete subsets of M

n

are the empty set, single points, and the total set M
n. Others are the open

diamond-shaped regions (95) as well as their closed counterparts:

Ū(p, q) := (C̄+
p ∩ C̄−

q ) ∪ (C̄+
q ∩ C̄−

p ) . (106)

We now focus attention to the set Caus(Mn) of causally complete subsets
of M

n, including the empty set, ∅, and the total set, M
n, which are mutu-

ally causally complementary. It is partially ordered by ordinary set-theoretic
inclusion (⊆) (cf. Sect. A.1) and carries the “dashing operation” (′) of tak-
ing the causal complement. Moreover, on Caus(Mn) we can define the opera-
tions of “meet” and “join”, denoted by ∧ and ∨ respectively, as follows: Let
Si ∈ Caus(Mn) where i = 1, 2, then S1 ∧ S2 is the largest causally complete
subset in the intersection S1 ∩ S2 and S1 ∨ S2 is the smallest causally complete
set containing the union S1 ∪ S2.

The operations of ∧ and ∨ can be characterized in terms of the ordinary
set-theoretic intersection ∩ together with the dashing-operation. To see this,
consider two causally complete sets, Si where i = 1, 2, and note that the set
of points that are spacelike separated from S1 and S2 are obviously given by
S′

1 ∩ S′
2, but also by (S1 ∪ S2)′, so that

S′
1 ∩ S′

2 = (S1 ∪ S2)′ , (107a)
S1 ∩ S2 = (S′

1 ∪ S′
2)

′ . (107b)

Here (107a) and (107b) are equivalent since any Si ∈ Caus(Mn) can be written
as Si = P ′

i , namely Pi = S′
i. If Si runs through all sets in Caus(Mn) so does Pi.
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Hence any equation that holds generally for all Si ∈ Caus(Mn) remains valid if
the Si are replaced by S′

i.
Equation (107b) immediately shows that S1 ∩ S2 is causally complete (since

it is the ′ of something). Taking the causal complement of (107a) we obtain the
desired relation for S1 ∨ S2 := (S1 ∪ S2)′′. Together we have

S1 ∧ S2 = S1 ∩ S2 , (108a)
S1 ∨ S2 = (S′

1 ∩ S′
2)

′ . (108b)

From these we immediately derive

(S1 ∧ S2)′ = S′
1 ∨ S′

2 , (109a)
(S1 ∨ S2)′ = S′

1 ∧ S′
2 . (109b)

All what we have said so far for the set Caus(Mn) could be repeated verbatim
for the set Chron(Mn) of chronologically complete subsets. We say that S1 and
S2 are chronologically disjoint or non-timelike separated, iff S1 ∩ S2 = ∅ and
(p1 − p2)2 ≤ 0 for any p1 ∈ S1 and p2 ∈ S2. S′, the chronological complement of
S, is now the largest subset of M

n which is chronologically disjoint to S. The only
difference between the causal and the chronological complement of S is that the
latter now contains lightlike separated points, which are not contained in S. A
set S is chronologically complete iff S = S′′, where the dashing now denotes the
operation of taking the chronological complement. Again, for any set S the set S′

is automatically chronologically complete and S′′ is the smallest chronologically
complete subset containing S. Single points are chronologically complete subsets
and every chronologically complete subset is the join of its points. All the formal
properties regarding ′, ∧, and ∨ stated hitherto for Caus(Mn) are the same for
Chron(Mn).

One major difference between Caus(Mn) and Chron(Mn) is that the types
of diamond-shaped sets they contain are different. For example, the closed ones,
(106), are members of both. The open ones, (95), are contained in Caus(Mn)
but not in Chron(Mn). Instead, Chron(Mn), contains the closed diamonds
whose ‘equator’18 have been removed. An essential structural difference between
Caus(Mn) and Chron(Mn) will be stated below, after we have introduced the
notion of a lattice to which we now turn.

To put all these formal properties into the right frame we recall the definition
of a lattice. Let (L,≤) be a partially ordered set and a, b any two elements in
L. Synonymously with a ≤ b we also write b ≥ a and say that a is smaller than
b, b is bigger than a, or b majorizes a. We also write a < b if a ≤ b and a �= b.
If, with respect to ≤, their greatest lower and least upper bound exist, they are
denoted by a∧b–called the “meet of a and b”–and a∨b–called the “join of a and
b‘’–respectively. A partially ordered set for which the greatest lower and least
upper bound exist for any pair a, b of elements from L is called a lattice.
18 By “equator” we mean the (n−2)–sphere in which the forward and backward light-

cones in (106) intersec. In the two-dimensional drawings the “equator” is represented
by just two points marking the right and left corners of the diamond-shaped set.
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We now list some of the most relevant additional structural elements lattices
can have: A lattice is called complete if greatest lower and least upper bound
exist for any subset K ⊆ L. If K = L they are called 0 (the smallest element
in the lattice) and 1 (the biggest element in the lattice) respectively. An atom
in a lattice is an element a which majorizes only 0, i.e. 0 ≤ a, and if 0 ≤ b ≤ a
then b = 0 or b = a. The lattice is called atomic if each of its elements different
from 0 majorizes an atom. An atomic lattice is called atomistic if every element
is the join of the atoms it majorizes. An element c is said to cover a if a < c and
if a ≤ b ≤ c either a = b or b = c. An atomic lattice is said to have the covering
property if for every element b and every atom a for which a ∧ b = 0 the join
a ∨ b covers b.

The subset {a, b, c} ⊆ L is called a distributive triple if

a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c) and (a, b, c) cyclically permuted , (110a)
a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c) and (a, b, c) cyclically permuted . (110b)

Definition 5. A lattice is called distributive or Boolean if every triple {a, b, c} is
distributive. It is called modular if every triple {a, b, c} with a ≤ b is distributive.

It is straightforward to check from (110) that modularity is equivalent to a single
condition as follows:

modularity ⇔ a ∨ (b ∧ c) = b ∧ (a ∨ c) for all a, b, c ∈ L s.t. a ≤ b. (111)

If in a lattice with smallest element 0 and greatest element 1 a map L → L,
a �→ a′, exist such that

a′′ := (a′)′ = a , (112a)
a ≤ b ⇒ b′ ≤ a′ , (112b)
a ∧ a′ = 0 , a ∨ a′ = 1 , (112c)

the lattice is called orthocomplemented. It follows that whenever the meet and
join of a subset {ai | i ∈ I} (I is some index set) exist, one has DeMorgan’s
laws:19

(∧
i∈I ai

)′ =
∨
i∈I a′i , (113a)

(∨
i∈I ai

)′ =
∧
i∈I a′i . (113b)

For orthocomplemented lattices there is a still weaker version of distributivity
than modularity, which turns out to be physically relevant in various contexts:

Definition 6. An orthocomplemented lattice is called orthomodular if every
triple {a, b, c} with a ≤ b and c ≤ b′ is distributive.

19 From these laws it also appears that the definition (112c) is redundant, as each of
its two statements follows from the other, due to 0′ = 1.
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From (111) and using that b∧ c = 0 for b ≤ c′ one sees that this is equivalent to
the single condition (renaming c to c′):

orthomod. ⇔ a = b ∧ (a ∨ c′) for all a, b, c ∈ L s.t. a ≤ b ≤ c , (114a)
⇔ a = b ∨ (a ∧ c′) for all a, b, c ∈ L s.t. a ≥ b ≥ c , (114b)

where the second line follows from the first by taking its orthocomplement and
renaming a′, b′, c to a, b, c′. It turns out that these conditions can still be simpli-
fied by making them independent of c. In fact, (114) are equivalent to

orthomod. ⇔ a = b ∧ (a ∨ b′) for all a, b ∈ L s.t. a ≤ b , (115a)
⇔ a = b ∨ (a ∧ b′) for all a, b ∈ L s.t. a ≥ b . (115b)

It is obvious that (114) implies (115) (set c = b). But the converse is also
true. To see this, take e.g. (115b) and choose any c ≤ b. Then c′ ≥ b′, a ≥ b
(by hypothesis), and a ≥ a ∧ c′ (trivially), so that a ≥ b ∨ (a ∧ c′). Hence
a ≥ b ∨ (a ∧ c′) ≥ b ∨ (a ∧ b′) = a, which proves (114b).

Complete orthomodular atomic lattices are automatically atomistic. Indeed,
let b be the join of all atoms majorized by a �= 0. Assume a �= b so that necessarily
b < a, then (115b) implies a ∧ b′ �= 0. Then there exists an atom c majorized by
a∧b′. This implies c ≤ a and c ≤ b′, hence also c �≤ b. But this is a contradiction,
since b is by definition the join of all atoms majorized by a.

Finally we mention the notion of compatibility or commutativity, which is a
symmetric, reflexive, but generally not transitive relation R on an orthomodular
lattice (cf. Sect. A.1). We write a�b for (a, b) ∈ R and define:

a�b ⇔ a = (a ∧ b) ∨ (a ∧ b′) , (116a)
⇔ b = (b ∧ a) ∨ (b ∧ a′) . (116b)

The equivalence of these two lines, which shows that the relation of being com-
patible is indeed symmetric, can be demonstrated using orthomodularity as fol-
lows: Suppose (116a) holds; then b∧a′ = b∧(b′∨a′)∧(b∨a′) = b∧(b′∨a′), where
we used the orthocomplement of (116a) to replace a′ in the first expression and
the trivial identity b ∧ (b ∨ a′) = b in the second step. Now, applying (115b) to
b ≥ a ∧ b we get b = (b ∧ a) ∨ [b ∧ (b′ ∨ a′)] = (b ∧ a) ∨ (b ∧ a′), i.e. (116b). The
converse, (116b) ⇒ (116a), is of course entirely analogous.

From (116) a few things are immediate: a�b is equivalent to a�b′, a�b is implied
by a ≤ b or a ≤ b′, and the elements 0 and 1 are compatible with all elements in
the lattice. The center of a lattice is the set of elements which are compatible
with all elements in the lattice. In fact, the center is a Boolean sublattice. If
the center contains no other elements than 0 and 1 the lattice is said to be
irreducible. The other extreme is a Boolean lattice, which is identical to its own
center. Indeed, if (a, b, b′) is a distributive triple, one has a = a∧1 = a∧(b∨b′) =
(a ∧ b) ∨ (a ∧ b′) ⇒ (116a).

After these digression into elementary notions of lattice theory we come back
to our examples of the sets Caus(Mn) Chron(Mn). Our statements above amount
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to saying that they are complete, atomistic, and orthocomplemented lattices.
The partial order relation ≤ is given by ⊆, and the extreme elements 0 and 1
correspond to the empty set ∅ and the total set M

n, the points of which are the
atoms. Neither the covering property nor modularity is shared by any of the two
lattices, as can be checked by way of elementary counterexamples.20 In particu-
lar, neither of them is Boolean. However, in [15] it was shown that Chron(Mn)
is orthomodular; see also [13], which deals with more general spacetimes. In
contrast, Caus(Mn) is definitely not orthomodular, as is e.g. seen by the coun-
terexample given in Fig. 3.21 It is also not difficult to prove that Chron(Mn) is
irreducible.22

It is well known that the lattices of propositions for classical systems are
Boolean, whereas those for quantum systems are merely orthomodular. In clas-
sical physics the elements of the lattice are measurable subsets of phase space,
with ≤ being ordinary set-theoretic inclusion ⊆, and ∧ and ∨ being ordinary
set-theoretic intersection ∩ and union ∪ respectively. The orthocomplement is
the ordinary set-theoretic complement. In Quantum Mechanics the elements of
the lattice are the closed subspaces of Hilbert space, with ≤ being again ordinary
inclusion, ∧ ordinary intersection, and ∨ is given by a ∨ b := span{a, b}. The
orthocomplement of a closed subset is the orthogonal complement in Hilbert
space. For more information see [33] and [5].

One of the main questions in the foundations of Quantum Mechanics is
whether one could understand (derive) the usage of Hilbert spaces and com-
plex numbers from somehow more fundamental principles. Even though it is not
a priori clear what ones measure of fundamentality should be at this point, an
interesting line of attack consists in deriving the mentioned structures from the
properties of the lattice of propositions (Quantum Logic). It can be shown that
a lattice that is complete, atomic, irreducible, orthomodular, and that satisfies
the covering property, is isomorphic to the lattice of closed subspaces of a lin-
ear space with Hermitean inner product. The complex numbers are selected if
20 An immediate counterexample for the covering property is this: Take two timelike

separated points (i.e. atoms) p and q. Then {p}∧{q} = ∅ whereas {p}∨{q} is given
by the closed diamond (106). Note that this is true in Caus(Mn) and Chron(Mn).
But, clearly, {p} ∨ {q} does not cover either {p} or {q}.

21 Regarding this point, there are some conflicting statements in the literature. The
first edition of [27] states orthomodularity of Chron(Mn) in Proposition 4.1.3, which
is removed in the second edition without further comment. The proof offered in the
first edition uses (115a) as definition of orthomodularity, writing K1 for a and K2 for
b. The crucial step is the claim that any spacetime event in the set K2 ∧ (K1 ∨K′

2)
lies in K2 and that any causal line through it must intersect either K1 or K′

2. The
last statement is, however, not correct since the join of two sets (here K1 and K′

2) is
generally larger than the domain of dependence of their ordinary set-theoretic union;
compare Fig. 3. : (Generally, the domain of dependence of a subset S of spacetime
M is the largest subset D(S) ⊆ M such that any inextensible causal curve that
intersects D(S) also intersects S.)

22 In general spacetimes M , the failure of irreducibility of Chron(M) is directly related
to the existence of closed timelike curves; see [13].
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�

a

b′

a ∨ b′ a ∨ b′

b bb′

a

Fig. 3. The two figures show that Caus(Mn) is not orthomodular. The first thing to
note is that Caus(Mn) contains open (95) as well as closed (106) diamond sets. In the
left picture we consider the join of a small closed diamond a with a large open diamond
b′. (Closed sets are indicated by a solid boundary line.) Their edges are aligned along the
lightlike line �. Even though these regions are causally disjoint, their causal completion
is much larger than their union and given by the open (for n > 2) enveloping diamond
a ∨ b′ framed by the dashed line. (This also shows that the join of two regions can
be larger than the domain of dependence of their union; compare footnote 21.) . Next
we consider the situation depicted on the right side. The closed double-wedge region
b contains the small closed diamond a. The causal complement b′ of b is the open
diamond in the middle. a∨ b′ is, according to the first picture, given by the large open
diamond enclosed by the dashed line. The intersection of a∨ b′ with b is strictly larger
than a, the difference being the dark-shaded region in the left wedge of b below a.
Hence a �= b ∧ (a ∨ b′), in contradiction to (115a)

additional technical assumptions are added. For the precise statements of these
reconstruction theorems see [5].

It is now interesting to note that, on a formal level, there is a similar tran-
sition in going from Galilei invariant to Lorentz invariant causality relations. In
fact, in Galilean spacetime one can also define a chronological complement: Two
points are chronologically related if they are connected by a worldline of finite
speed and, accordingly, two subsets in spacetime are chronologically disjoint if
no point in one set is chronologically related to a point of the other. For example,
the chronological complement of a point p are all points simultaneous to, but
different from, p. More general, it is not hard to see that the chronologically
complete sets are just the subsets of some t = const. hypersurface. The lattice of
chronologically complete sets is then the continuous disjoint union of sublattices,
each of which is isomorphic to the Boolean lattice of subsets in R

3. For details
see [14].

As we have seen above, Chron(Mn) is complete, atomic, irreducible, and
orthomodular. The main difference to the lattice of propositions in Quantum
Mechanics, as regards the formal aspects discussed here, is that Chron(Mn)
does not satisfy the covering property. Otherwise the formal similarities are
intriguing and it is tempting to ask whether there is a deeper meaning to this.
In this respect it would be interesting to know whether one could give a lattice-
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theoretic characterization for Chron(M) (M some fixed spacetime), comparable
to the characterization of the lattices of closed subspaces in Hilbert space alluded
to above. Even for M = M

n such a characterization seems, as far as I am aware,
not to be known.

5.5 Rigid Motion

As is well known, the notion of a rigid body, which proves so useful in Newtonian
mechanics, is incompatible with the existence of a universal finite upper bound
for all signal velocities [36]. As a result, the notion of a perfectly rigid body does
not exist within the framework of SR. However, the notion of a rigid motion does
exist. Intuitively speaking, a body moves rigidly if, locally, the relative spatial
distances of its material constituents are unchanging.

The motion of an extended body is described by a normalized timelike vector
field u : Ω → R

n, where Ω is an open subset of Minkowski space, consisting of the
events where the material body in question “exists”. We write g(u, u) = u·u = u2

for the Minkowskian scalar product. Being normalized now means that u2 = c2

(we do not choose units such that c = 1). The Lie derivative with respect to u
is denoted by Lu.

For each material part of the body in motion its local rest space at the event
p ∈ Ω can be identified with the hyperplane through p orthogonal to up:

Hp := p + u⊥
p . (117)

u⊥
p carries a Euclidean inner product, hp, given by the restriction of −g to u⊥

p .
Generally we can write

h = c−2 u� ⊗ u� − g , (118)

where u� = g↓(u) := g(u, ·) is the one-form associated (‘index-lowered’, cf.
Sect. A.5) to u. Following [12] the precise definition of “rigid motion” can now
be given as follows:

Definition 7 (Born 1909). Let u be a normalized timelike vector field u. The
motion described by its flow is rigid if

Luh = 0 . (119)

Note that, in contrast to the Killing equations Lug = 0, these equations are non
linear due to the dependence of h upon u.

We write Πh := id−c−2 u⊗u� ∈ End(Rn) for the tensor field over spacetime
that pointwise projects vectors perpendicular to u. It acts on one forms α via
Πh(α) := α◦Πh and accordingly on all tensors. The so extended projection map
will still be denoted by Πh. Then we e.g. have

h = −Πhg := −g(Πh·,Πh·) . (120)
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It is not difficult to derive the following two equations:23

Lfuh = fLuh , (121)
Luh = −Lu(Πhg) = −Πh(Lug) , (122)

where f is any differentiable real-valued function on Ω.
Equation (121) shows that the normalized vector field u satisfies (119) iff any

rescaling fu with a nowhere vanishing function f does. Hence the normalization
condition for u in (119) is really irrelevant. It is the geometry in spacetime of
the flow lines and not their parameterization which decide on whether motions
(all, i.e. for any parameterization, or none) along them are rigid. This has be
the case because, generally speaking, there is no distinguished family of sections
(hypersurfaces) across the bundle of flow lines that would represent “the body in
space”, i.e. mutually simultaneous locations of the body’s points. Distinguished
cases are those exceptional ones in which u is hypersurface orthogonal. Then
the intersection of u’s flow lines with the orthogonal hypersurfaces consist of
mutually Einstein synchronous locations of the points of the body. An example
is discussed below.

Equation (122) shows that the rigidity condition is equivalent to the “spa-
tially” projected Killing equation. We call the flow of the timelike normalized
vector field u a Killing motion (i.e. a spacetime isometry) if there is a Killing
field K such that u = cK/

√
K2. Equation (122) immediately implies that Killing

motions are rigid. What about the converse? Are there rigid motions that are
not Killing? This turns out to be a difficult question. Its answer in Minkowski
space is: “yes, many, but not as many as naively expected.”

Before we explain this, let us give an illustrative example for a Killing mo-
tion, namely that generated by the boost Killing-field in Minkowski space. We
suppress all but one spatial directions and consider boosts in x direction in two-
dimensional Minkowski space (coordinates ct and x; metric ds2 = c2dt2 − dx2).
The Killing field is24

K = x ∂ct + ct ∂x , (123)

which is timelike in the region |x| > |ct|. We focus on the “right wedge” x >
|ct|, which is now our region Ω. Consider a rod of length � which at t = 0 is
represented by the interval x ∈ (r, r+�), where r > 0. The flow of the normalized
field u = cK/

√
K2 is

23 Equation (122) simply follows from LuΠh = −c−2u ⊗ Luu
�, so that

g((LuΠh)X,ΠhY ) = 0 for all X,Y . In fact, Luu
� = a�, where a := ∇uu is the

spacetime-acceleration. This follows from Luu
�(X) = Lu(g(u,X)) − g(u, LuX) =

g(∇uu,X) + g(u,∇uX − [u,X]) = g(a,X) − g(u,∇Xu) = g(a,X), where g(u, u) =
const. was used in the last step.

24 Here we adopt the standard notation from differential geometry, where ∂µ := ∂/∂xµ

denote the vector fields naturally defined by the coordinates {xµ}µ=0···n−1. Pointwise
the dual basis to {∂µ}µ=0···n−1 is {dxµ}µ=0···n−1.



88 D. Giulini

ct(τ) = x0 sinh
(
cτ/x0) , (124a)

x(τ) = x0 cosh
(
cτ/x0) , (124b)

where x0 = x(τ = 0) ∈ (r, r+�) labels the elements of the rod at τ = 0. We have
x2 − c2t2 = x2

0, showing that the individual elements of the rod move on hyper-
bolae (‘hyperbolic motion’). τ is the proper time along each orbit, normalized
so that the rod lies on the x axis at τ = 0.

The combination
λ := cτ/x0 (125)

is just the flow parameter for K (123), sometimes referred to as “Killing time”
(though it is dimensionless). From (124) we can solve for λ and τ as functions
of ct and x:

λ = f(ct, x) := tanh−1
(
ct/x

)
, (126a)

τ = f̂(ct, x) :=
√

(x/c)2 − t2
︸ ︷︷ ︸

x0/c

tanh−1
(
ct/x

)
, (126b)

from which we infer that the hypersurfaces of constant λ are hyperplanes which
all intersect at the origin. Moreover, we also have df = K�/K2 (d is just the
ordinary exterior differential) so that the hyperplanes of constant λ intersect all
orbits of u (and K) orthogonally. Hence the hyperplanes of constant λ qualify
as the equivalence classes of mutually Einstein-simultaneous events in the region
x > |ct| for a family of observers moving along the Killing orbits. This does not
hold for the hypersurfaces of constant τ , which are curved.

The modulus of the spacetime-acceleration (which is the same as the modulus
of the spatial acceleration measured in the local rest frame) of the material part
of the rod labeled by x0 is

‖a‖g = c2/x0 . (127)

As an aside we generally infer from this that, given a timelike curve of local ac-
celeration (modulus) α, infinitesimally nearby orthogonal hyperplanes intersect
at a spatial distance c2/α. This remark will become relevant in the discussion of
part 2 of the Noether-Herglotz theorem given below.

In order to accelerate the rod to the uniform velocity v without deforming it,
its material point labeled by x0 has to accelerate for the eigentime (this follows
from (124))

τ =
x0

c
tanh−1(v/c) , (128)

which depends on x0. In contrast, the Killing time is the same for all material
points and just given by the final rapidity. In particular, judged from the local
observers moving with the rod, a rigid acceleration requires accelerating the rod’s
trailing end harder but shorter than pulling its leading end.

In terms of the coordinates (λ, x0), which are comoving with the flow of K,
and (τ, x0), which are comoving with the flow of u, we just have K = ∂/∂λ and
u = ∂/∂τ respectively. The spacetime metric g and the projected metric h in
terms of these coordinates are:
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h = dx2
0 , (129a)

g = x2
0 dλ2 − dx2

0 = c2
(
dτ − (τ/x0) dx0

)2 − dx2
0 . (129b)

Note the simple form g takes in terms of x0 and λ, which are also called the
“Rindler coordinates” for the region |x| > |ct| of Minkowski space. They are
the analogs in Lorentzian geometry to polar coordinates (radius x0, angle λ) in
Euclidean geometry.

Let us now return to the general case. We decompose the derivative of the
velocity one-form u� := g↓(u) as follows:

∇u� = θ + ω + c−2 u� ⊗ a� , (130)

where θ and ω are the projected symmetrized and antisymmetrized derivatives
respectively25

2θ = Πh(∇∨ u�) = ∇∨ u� − c−2 u� ∨ a� , (131a)

2ω = Πh(∇∧ u�) = ∇∧ u� − c−2 u� ∧ a� . (131b)

The symmetric part, θ, is usually further decomposed into its traceless and pure
trace part, called the shear and expansion of u respectively. The antisymmetric
part ω is called the vorticity of u.

Now recall that the Lie derivative of g is just twice the symmetrized deriva-
tive:

Lug = ∇∨ u� . (132)

This implies in view of (119), (122), and (131a)

Proposition 8. Let u be a normalized timelike vector field u. The motion de-
scribed by its flow is rigid iff u is of vanishing shear and expansion, i.e. iff θ = 0.

Vector fields generating rigid motions are now classified according to whether
or not they have a vanishing vorticity ω: if ω = 0 the flow is called irrota-
tional, otherwise rotational. The following theorem is due to Herglotz [29] and
Noether [37]:

Theorem 4 (Noether & Herglotz, part 1). A rotational rigid motion in
Minkowski space must be a Killing motion.

An example of such a rotational motion is given by the Killing field26

K = ∂t + κ ∂ϕ (133)

25 We denote the symmetrized and antisymmetrized tensor-product (not including the
factor 1/n!) by ∨ and ∧ respectively and the symmetrized and antisymmetrized
(covariant-) derivative by ∇∨ and ∇∧. For example, (u� ∧ v�)ab = uavb − ubva and
(∇∨ u�)ab = ∇aub + ∇bua. Note that (∇∧ u�) is the same as the ordinary exterior
differential du�. Everything we say in the sequel applies to curved spacetimes if ∇
is read as covariant derivative with respect to the Levi-Civita connection.

26 We now use standard cylindrical coordinates (z, ρ, ϕ), in terms of which ds2 =
c2dt2 − dz2 − dρ2 − ρ2 dϕ2.
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inside the region
Ω = {(t, z, ρ, ϕ) | κρ < c} , (134)

where K is timelike. This motion corresponds to a rigid rotation with constant
angular velocity κ which, without loss of generality, we take to be positive. Using
the comoving angular coordinate ψ := ϕ − κt, the split (118) is now furnished
by

u� = c
√

1 − (κρ/c)2
{
c dt− κρ/c

1 − (κρ/c)2
ρ dψ

}
, (135a)

h = dz2 + dρ2 +
ρ2 dψ2

1 − (κρ/c)2
. (135b)

The metric h is curved (cf. Lemma 3). But the rigidity condition (119) means
that h, and hence its curvature, cannot change along the motion. Therefore,
even though we can keep a body in uniform rigid rotational motion, we cannot
put it into this state from rest by purely rigid motions, since this would imply a
transition from a flat to a curved geometry of the body. This was first pointed
out by Ehrenfest [17]. Below we will give a concise analytical expression of this
fact (cf. equation (139)). All this is in contrast to the translational motion, as
we will also see below.

The proof of Theorem 4 relies on arguments from differential geometry proper
and is somewhat tricky. Here we present the essential steps, basically follow-
ing [38] and [43] in a slightly modernized notation. Some straightforward cal-
culational details will be skipped. The argument itself is best broken down into
several lemmas.

At the heart of the proof lies the following general construction: Let M be
the spacetime manifold with metric g and Ω ⊂ M the open region in which
the normalized vector field u is defined. We take Ω to be simply connected.
The orbits of u foliate Ω and hence define an equivalence relation on Ω given
by p ∼ q iff p and q lie on the same orbit. The quotient space Ω̂ := Ω/∼ is
itself a manifold. Tensor fields on Ω̂ can be represented by (i.e. are in bijective
correspondence to) tensor fields T on Ω which obey the two conditions:

Πh T = T , (136a)
LuT = 0 . (136b)

Tensor fields satisfying (136a) are called horizontal, those satisfying both con-
ditions (136) are called projectable. The (n − 1)-dimensional metric tensor h,
defined in (118), is an example of a projectable tensor if u generates a rigid
motion, as assumed here. It turns (Ω̂, h) into a (n− 1)-dimensional Riemannian
manifold. The covariant derivative ∇̂ with respect to the Levi-Civita connection
of h is given by the following operation on projectable tensor fields:

∇̂ := Πh ◦ ∇ (137)

i.e. by first taking the covariant derivative ∇ (Levi-Civita connection in (M, g))
in spacetime and then projecting the result horizontally. This results again in a
projectable tensor, as a straightforward calculation shows.
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The horizontal projection of the spacetime curvature tensor can now be re-
lated to the curvature tensor of Ω̂ (which is a projectable tensor field). Without
proof we state

Lemma 3. Let u generate a rigid motion in spacetime. Then the horizontal
projection of the totally covariant (i.e. all indices down) curvature tensor R of
(Ω, g) is related to the totally covariant curvature tensor R̂ of (Ω̂, h) by the
following equation:27

ΠhR = −R̂− 3 (id −Π∧)ω ⊗ ω , (138)

where Π∧ is the total antisymmetrizer, which here projects tensors of rank four
onto their totally antisymmetric part.

Formula (138) is true in any spacetime dimension n. Note that the projector
(id − Π∧) guarantees consistency with the first Bianchi identities for R and R̂,
which state that the total antisymmetrization in their last three slots vanish
identically. This is consistent with (138) since for tensors of rank four with the
symmetries of ω ⊗ ω the total antisymmetrization on tree slots is identical to
Π∧, the symmetrization on all four slots. The claim now simply follows from
Π∧ ◦ (id −Π∧) = Π∧ −Π∧ = 0.

We now restrict to spacetime dimensions of four or less, i.e. n ≤ 4. In this case
Π∧◦Πh = 0 since Πh makes the tensor effectively live over n−1 dimensions, and
any totally antisymmetric four tensor in three or less dimensions must vanish.
Applied to (138) this means that Π∧(ω ⊗ ω) = 0, for horizontality of ω implies
ω ⊗ ω = Πh(ω ⊗ ω). Hence the right hand side of (138) just contains the pure
tensor product −3ω ⊗ ω.

Now, in our case R = 0 since (M, g) is flat Minkowski space. This has two
interesting consequences: First, (Ω̂, h) is curved iff the motion is rotational, as
exemplified above. Second, since R̂ is projectable, its Lie derivative with respect
to u vanishes. Hence (138) implies Luω ⊗ ω + ω ⊗ Luω = 0, which is equivalent
to28

Luω = 0 . (139)

This says that the vorticity cannot change along a rigid motion in flat space.
It is the precise expression for the remark above that you cannot rigidly set
a disk into rotation. Note that it also provides the justification for the global
classification of rigid motions into rotational and irrotational ones.

A sharp and useful criterion for whether a rigid motion is Killing or not is
given by the following

Lemma 4. Let u be a normalized timelike vector field on a region Ω ⊆ M . The
motion generated by u is Killing iff it is rigid and a� is exact on Ω.
27 R̂ appears with a minus sign on the right hand side of (138) because the first index

on the hatted curvature tensor is lowered with h rather than g. This induces a minus
sign due to (118), i.e. as a result of our “mostly-minus”-convention for the signature
of the spacetime metric.

28 In more than four spacetime dimensions one only gets (id−Π∧)(Luω⊗ω+ω⊗Luω) =
0.
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Proof. That the motion generated by u be Killing is equivalent to the existence
of a positive function f : Ω → R such that Lfug = 0, i.e. ∇∨ (fu�) = 0. In view
of (131a) this is equivalent to

2θ + (d ln f + c−2a�) ∨ u� = 0 , (140)

which, in turn, is equivalent to θ = 0 and a� = −c2 d ln f . This is true since θ is
horizontal, Πhθ = θ, whereas the first term in (140) vanishes upon applying Πh.
The result now follows from reading this equivalence both ways: 1) The Killing
condition for K := fu implies rigidity for u and exactness of a�. 2) Rigidity of u
and a� = −dΦ imply that K := fu is Killing, where f := exp(Φ/c2). ��

We now return to the condition (139) and express Luω in terms of du�. For
this we recall that Luu

� = a� (cf. footnote 23) and that Lie derivatives on forms
commute with exterior derivatives.29 Hence we have

2Luω = Lu(Πhdu
�) = Πhda

� = da� − c−2u� ∧ Lua
� . (141)

Here we used the fact that the additional terms that result from the Lie derivative
of the projection tensor Πh vanish, as a short calculation shows, and also that
on forms the projection tensor Πh can be written as Πh = id− c−2u�∧ iu, where
iu denotes the map of insertion of u in the first slot.

Now we prove

Lemma 5. Let u generate a rigid motion in flat space such that ω �= 0, then

Lua
� = 0 . (142)

Proof. Equation (139) says that ω is projectable (it is horizontal by definition).
Hence ∇̂ω is projectable, which implies

Lu∇̂ω = 0 . (143)

Using (130) with θ = 0 one has

∇̂ω = Πh∇ω = Πh∇∇u� − c−2Πh(∇u� ⊗ a�) . (144)

Antisymmetrization in the first two tensor slots makes the first term on the right
vanish due to the flatness on ∇. The antisymmetrized right hand side is hence
equal to −c−2ω⊗a�. Taking the Lie derivative of both sides makes the left hand
side vanish due to (143), so that

Lu(ω ⊗ a�) = ω ⊗ Lua
� = 0 (145)

where we also used (139). So we see that Lua
� = 0 if ω �= 0.30 ��

29 This is most easily seen by recalling that on forms the Lie derivative can be written
as Lu = d ◦ iu + iu ◦ d, where iu is the map of inserting u in the first slot.

30 We will see below that (142) is generally not true if ω = 0; see equation (154).
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The last three lemmas now constitute a proof for Theorem 4. Indeed, using
(142) in (141) together with (139) shows da� = 0, which, according to Lemma 4,
implies that the motion is Killing.

Next we turn to the second part of the theorem of Noether and Herglotz,
which is somewhat easier to prove:

Theorem 5 (Noether & Herglotz, part 2). All irrotational rigid motions in
Minkowski space are given by the following construction: take a twice continu-
ously differentiable curve τ �→ z(τ) in Minkowski space, where w.l.o.g τ is the
eigentime, so that ż2 = c2. Let Hτ := z(τ) + (ż(τ))⊥ be the hyperplane through
z(τ) intersecting the curve z perpendicularly. Let Ω be a the tubular neighborhood
of z in which no two hyperplanes Hτ ,Hτ ′ intersect for any pair z(τ), z(τ ′) of
points on the curve. In Ω define u as the unique (once differentiable) normalized
timelike vector field perpendicular to all Hτ ∩Ω. The flow of u is the sought-for
rigid motion.

Proof. We first show that the flow so defined is indeed rigid, even though this is
more or less obvious from its very definition, since we just defined it by “rigidly”
moving a hyperplane through spacetime. In any case, analytically we have,

Hτ = {x ∈ M
n | f(τ, x) := ż(τ) ·

(
x− z(τ)

)
= 0} . (146)

In Ω any x lies on exactly one such hyperplane, Hτ , which means that there is
a function σ : Ω → R so that τ = σ(x) and hence F (x) := f(σ(x), x) ≡ 0. This
implies dF = 0. Using the expression for f from (146) this is equivalent to

dσ = ż� ◦ σ/[c2 − (z̈ ◦ σ) · (id − z ◦ σ)] , (147)

where “id” denotes the “identity vector-field”, x �→ xµ∂µ, in Minkowski space.
Note that in Ω we certainly have ∂τf(τ, x) �= 0 and hence z̈ · (x− z) �= c2. In Ω
we now define the normalized timelike vector field31

u := ż ◦ σ . (148)

Using (147), its derivative is given by

∇u� = dσ ⊗ (z̈� ◦ σ) =
[
(ż� ◦ σ) ⊗ (z̈� ◦ σ)

]
/(N2c2) , (149)

where
N := 1 − (z̈ ◦ σ) · (id − z ◦ σ)/c2 . (150)

This immediately shows that Πh∇u� = 0 (since Πhż
� = 0) and therefore that

θ = ω = 0. Hence u, as defined in (148), generates an irrotational rigid motion.
For the converse we need to prove that any irrotational rigid motion is ob-

tained by such a construction. So suppose u is a normalized timelike vector field
such that θ = ω = 0. Vanishing ω means Πh(∇ ∧ u�) = Πh(du�) = 0. This is

31 Note that, by definition of σ, (ż ◦ σ) · (id − z ◦ σ) ≡ 0.
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equivalent to u� ∧ du� = 0, which according to the Frobenius theorem in differ-
ential geometry is equivalent to the integrability of the distribution32 u� = 0,
i.e. the hypersurface orthogonality of u. We wish to show that the hypersurfaces
orthogonal to u are hyperplanes. To this end consider a spacelike curve z(s),
where s is the proper length, running within one hypersurface perpendicular to
u. The component of its second s-derivative parallel to the hypersurface is given
by (to save notation we now simply write u and u� instead of u ◦ z and u� ◦ z)

Πhz̈ = z̈ − c−2uu�(z̈) = z̈ + c−2u θ(ż, ż) = z̈ , (151)

where we made a partial differentiation in the second step and then used θ = 0.
Geodesics in the hypersurface are curves whose second derivative with respect
to proper length have vanishing components parallel to the hypersurface. Now,
(151) implies that geodesics in the hypersurface are geodesics in Minkowski space
(the hypersurface is “totally geodesic”), i.e. given by straight lines. Hence the
hypersurfaces are hyperplanes. ��

Theorem 5 precisely corresponds to the Newtonian counterpart: The irrota-
tional motion of a rigid body is determined by the worldline of any of its points,
and any timelike worldline determines such a motion. We can rigidly put an
extended body into any state of translational motion, as long as the size of the
body is limited by c2/α, where α is the modulus of its acceleration. This also
shows that (142) is generally not valid for irrotational rigid motions. In fact, the
acceleration one-form field for (148) is

a� = (z̈� ◦ σ)/N (152)

from which one easily computes

da� = (ż� ◦ σ) ∧
{

(Πh
...
z � ◦ σ) + (z̈� ◦ σ)

(Πh
...
z ◦ σ) · (id − z ◦ σ)

Nc2

}
N−2c−2 .

(153)
From this one sees, for example, that for constant acceleration, defined by Πh

...
z =

0 (constant acceleration in time as measured in the instantaneous rest frame), we
have da� = 0 and hence a Killing motion. Clearly, this is just the motion (124)
for the boost Killing field (123). The Lie derivative of a� is now easily obtained:

Lua
� = iuda

� = (Πh
...
z � ◦ σ)N−2 , (154)

showing explicitly that it is not zero except for motions of constant acceleration,
which were just seen to be Killing motions.
32 “Distribution” is here used in the differential-geometric sense, where for a manifold

M it denotes an assignment of a linear subspace Vp in the tangent space TpM to
each point p of M . The distribution u� = 0 is defined by Vp = {v ∈ TpM | u�

p(v) =
up · v = 0}. A distribution is called (locally) integrable if (in the neighborhood of
each point) there is a submanifold M ′ of M whose tangent space at any p ∈ M ′ is
just Vp.
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In contrast to the irrotational case just discussed, we have seen that we cannot
put a body rigidly into rotational motion. In the old days this was sometimes
expressed by saying that the rigid body in SR has only three instead of six
degrees of freedom. This was clearly thought to be paradoxical as long as one
assumed that the notion of a perfectly rigid body should also make sense in
the framework of SR. However, this hope was soon realized to be physically
untenable [36].

5.6 Geometry of Space and Time in Rotating Reference Frames

We have seen above that there is a generalization of Einstein simultaneity for
the case of rigid linear accelerations. The hypersurfaces of simultaneity were
given by the hyperplanes of constant Killing time λ, which are different from
the (curved) hypersurfaces of constant proper time τ . This worked because the
Killing field was (locally) hypersurface orthogonal.

Note that in terms of the co-rotating coordinates (ct, z, ρ, ψ) (recall that
ψ = ϕ− κt) the Killing field (133) is just K = ∂t. It is convenient to rewrite the
spacetime metric g = c−2u� ⊗ u� − h in the following form

g = c2 exp(2Φ/c2) A⊗A− h , (155)

where h is given by (135b) and, using (135a), we have the following expressions
for Φ and A:

Φ := c2 ln
{√

K2/c2
}

= c2

2 ln
{
1 − (κρ/c)2

}
, (156a)

A := K�/K2 = dt− κρ2/c2

1 − (κρ/c)2
dψ . (156b)

The physical interpretation of Φ appears from calculating the acceleration a that
an observer experiences who moves along the Killing orbit:

a� := ∇uu
� = −dΦ . (157)

Hence Φ is the Newtonian potential that is accelerating the Killing observer.
The rotational Killing field is clearly not hypersurface orthogonal. The ob-

struction is just given by the vorticity ω. A simple calculation gives

F := dA = 2c−2 exp(−Φ/c2)ω . (158)

Hence the obstruction for hypersurface orthogonality is likewise faithfully mea-
sured by A. Moreover, as we shall see below, the 1-form A has an interesting
physical and geometric interpretation, which is the actual reason why we intro-
duced it here.

Inside the region Ω (defined in (134)) K is a complete and nowhere vanishing
timelike vector field. This means that the flow f : R × Ω → Ω of K defines
a free action of the additive group R on Ω that makes Ω the total space of a
principle bundle with fiber R and base Ω̂ = Ω/∼. Here ∼ is again the equivalence
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relation which declares two points in Ω to be equivalent iff they lie on the
same K orbit. Hence Ω̂, which is obviously diffeomorphic to the solid cylinder
{(z, ρ, ϕ) | ρ < c/κ}, is the space of K orbits. Since Ω is endowed with the
metric g and since K acts by isometries, the distribution of hyperplanes (117)
orthogonal to the Killing orbits define a connection on the principal bundle
whose corresponding 1-form is just A.33 Accordingly, the bundle curvature is
given by F = dA. Note that F can be considered as 2-form on Ω̂ since iKF = 0
and LKF = iKdF = 0.34

Now, parallel transport defined by the connection A has a direct physical
interpretation: it is just transportation of time according to Einstein synchro-
nization. Since F �= 0 this transportation is not path independent. In particular
this implies that synchronization along fixed paths is not a transitive operation
anymore. Given two points in Ω̂ connected by a spatial path γ̂ in Ω̂, parallel
transportation along γ̂ requires that we lift γ̂ to a path γ in Ω whose tangent
vectors are annihilated by A, that is, which runs orthogonally to the orbits of
K. But this is just what we mean by saying that the points on the curve γ are
locally Einstein synchronized, in the sense that any two infinitesimally nearby
points on γ are Einstein synchronized. Hence the integral of A along γ vanishes.
Using (156b) this is equivalent to

∆t :=
∫

γ

dt =
κ

c2

∫

γ̂

ρ2

1 − (κρ/c)2
dψ , (159)

where we interpreted ρ and ψ as coordinates on Ω̂ so that the right hand side
could be written as integral along the curve γ̂ in Ω̂. This means that if we
Einstein synchronize clocks along γ̂ in space, the clock at the final point of γ̂
shows a lapse ∆t of coordinate-time as compared to the clock at the initial point
of γ̂. A striking consequence of the non-transitivity of Einstein synchronization is
the non-zero lapse of coordinate time that one obtains for spatially closed curves.
These lapses are just the holonomies of the connection A. If, for simplicity, we
choose γ̂ to be a closed planar loop of constant ρ and z, (159) immediately leads
to

∆t =
2π
κ

(κρ/c)2

1 − (κρ/c)2
≈ (2κ/c2)S , (160)

where S is explained below. The lapse in proper time, ∆τ , is obtained by mul-
tiplying this result with exp(Φ/c2), which merely amounts to replacing the de-
nominator 1 − (κρ/c)2 in (160) with its square root. This time lapse is directly
related to the Sagnac effect. In fact, the observed phase shift in the Sagnac
33 The connection 1-form A associated to the distribution of “horizontal” subspaces

has to fulfill two conditions: 1) vectors tangential to the horizontal subspaces are
annihilated by A and 2) A(K) = 1, where K is a “fundamental vector field” which
generates the action of the structure group R. Both conditions are satisfied in our
case. See e.g. [9] for a lucid discussion of these notions.

34 More precisely, there is a unique 2-form F̂ on Ω̂ such that π∗F̂ = F , where π : Ω → Ω̂
is the bundle projection.
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effect is obtained by multiplying the expression for the time lapse with twice35

the light’s frequency ν.
In (160) S denotes the area of the 2-disk spanned by the planar loop. Note

that this area is only approximately given by πρ2 since the geometry in Ω̂,
determined with co-rotating rods and clocks, is given by the metric h; see (135b).
The precise expressions for the circumference, C and area, S, of the planar loop
of constant ρ follow from (135b):

C =
∫ 2π

0

dψ ρ
√

1 − (κρ/c)2
=

2πρ
√

1 − (κρ/c)2
> 2πρ , (161a)

S =
∫ 2π

0

∫ ρ

0

dψ dρ′ρ′
√

1 − (κρ′/c)2
=

2πc2

κ2

{
1 −

√
1 − (κρ/c)2

}
> πρ2 . (161b)

The circumference grows faster than ∝ ρ and the area faster than ∝ ρ2. Note that
according to (135b) ρ is the geodesic radial distance. Hence the two-dimensional
hypersurfaces of constant z in Ω̂ are negatively curved. In fact, the Gaussian
curvature, K, of these hypersurfaces turns out to be

K =
− 3 (κ/c)2

{
1 − (κρ/c)2

}2 , (162)

which is strictly negative, approximately constant for ρ ( c/κ, and unbounded
as ρ approaches the critical radius c/κ. In contrast, according to (135b), the
metrics induced by h on the hypersurfaces of constant ψ are flat.

The bundle curvature of F for the connection A and the Riemannian cur-
vature for (Ω̂, h) are indeed intimately linked through identities which arise by
calculating the Riemannian curvature of (Ω, g), where g is parameterized as in
(155), and noting that g is flat (Minkowski metric). One such identity is the so
called Kaluza-Klein identity, which expresses the scalar curvature (Ricci scalar)
of g in terms of the scalar curvature Rh of h, Φ, and ‖F‖2

h = hikhjlFijFkl. Since
the scalar curvature of g is zero, one obtains:

Rh = 2 exp(−Φ/c2)∆h exp(Φ/c2) − 1
4 c2 exp(2Φ/c2) ‖F‖2

h , (163)

where ∆h is the Laplace operator on (Ω̂, h).
It is an interesting historical fact that it was Kaluza who pointed out that

“space” in rotating reference frames cannot be identified with a submanifold per-
pendicular to the Killing orbits (because such a submanifold does not exist) but
rather has to be constructed as the quotient manifold Ω̂ which carries the curved
metric h [34]. He also discussed the non-integrability of Einstein synchroniza-
tion. This he did in 1910, ten years before he applied the very same mathematical
ideas to the five-dimensional setting known as Kaluza-Klein theories.
35 The factor 2 results simply from the fact that the Sagnac effect measures the sum

of the moduli of time lapses for a closed curve traversed in both directions.
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A Appendices

For the interested reader this appendix collects some mathematical background
material which are relevant to the discussion in the main text.

A.1 Sets and Group Actions

Given a set S, recall that an equivalence relation is a subset R ⊂ S×S such that
for all p, q, r ∈ S the following conditions hold: 1) (p, p) ∈ R (called “reflexivity”),
2) if (p, q) ∈ R then (q, p) ∈ R (called “symmetry”), and 3) if (p, q) ∈ R and
(q, r) ∈ R then (p, r) ∈ R (called “transitivity”). Once R is given, one often
conveniently writes p ∼ q instead of (p, q) ∈ R. Given p ∈ S, its equivalence class,
[p] ⊆ S, is given by all points R-related to p, i.e. [p] := {q ∈ S | (p, q) ∈ R}. One
easily shows that equivalence classes are either identical or disjoint. Hence they
form a partition of S, that is, a covering by mutually disjoint subsets. Conversely,
given a partition of a set S, it defines an equivalence relation by declaring two
points as related iff they are members of the same cover set. Hence there is a
bijective correspondence between partitions of and equivalence relations on a set
S. The set of equivalence classes is denoted by S/R or S/∼. There is a natural
surjection S → S/R, p �→ [p].

If in the definition of equivalence relation we exchange symmetry for antisym-
metry, i.e. (p, q) ∈ R and (q, p) ∈ R implies p = q, the relation is called a partial
order, usually written as p ≥ q for (p, q) ∈ R. If, instead, reflexivity is dropped
and symmetry is replaced by asymmetry, i.e. (p, q) ∈ R implies (q, p) �∈ R, one
obtains a relation called a strict partial order, usually denoted by p > q for
(p, q) ∈ R.

An left action of a group G on a set S is a map φ : G × S → S, such
that φ(e, s) = s (e = group identity) and φ(gh, s) = φ(g, φ(h, s)). If instead
of the latter equation we have φ(gh, s) = φ(h, φ(g, s)) one speaks of a right
action. For left actions one sometimes conveniently writes φ(g, s) =: g · s, for
right actions φ(g, s) =: s · g. An action is called transitive if for every pair
(s, s′) ∈ S × S there is a g ∈ G such that φ(g, s) = s′, and simply transitive
if, in addition, (s, s′) determine g uniquely, that is, φ(g, s) = φ(g′, s) for some
s implies g = g′. The action is called effective if φ(g, s) = s for all s implies
g = e (‘every g �= e moves something’) and free if φ(g, s) = s for some s implies
g = e (‘no g �= e has a fixed point’). It is obvious that simple transitivity implies
freeness and that, conversely, freeness and transitivity implies simple transitivity.
Moreover, for Abelian groups, effectivity and transitivity suffice to imply simple
transitivity. Indeed, suppose g · s = g′ · s holds for some s ∈ S, then we also
have k · (g · s) = k · (g′ · s) for all k ∈ G and hence g · (k · s) = g′ · (k · s) by
commutativity. This implies that g · s = g′ · s holds, in fact, for all s.

For any s ∈ S we can consider the stabilizer subgroup

Stab(s) := {g ∈ G | φ(g, s) = s} ⊆ G . (164)

If φ is transitive, any two stabilizer subgroups are conjugate: Stab(g · s) =
gStab(s)g−1. By definition, if φ is free all stabilizer subgroups are trivial (consist
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of the identity element only). In general, the intersection G′ :=
⋂
s∈S Stab(s) ⊆

G is the normal subgroup of elements acting trivially on S. If φ is an action
of G on S, then there is an effective action φ̂ of Ĝ := G/G′ on S, defined by
φ̂([g], s) := φ(g, s), where [g] denotes the G′-coset of G′ in G.

The orbit of s in S under the action φ of G is the subset

Orb(s) := {φ(g, s) | g ∈ G} ⊆ S . (165)

It is easy to see that group orbits are either disjoint or identical. Hence they
define a partition of S, that is, an equivalence relation.

A relation R on S is said to be invariant under the self map f : S → S
if (p, q) ∈ R ⇔ (f(p), f(q)) ∈ R. It is said to be invariant under the action φ
of G on S if (p, q) ∈ R ⇔ (φ(g, p), φ(g, q)) ∈ R for all g ∈ G. If R is such a
G-invariant equivalence relation, there is an action φ′ of G on the set S/R of
equivalence classes, defined by φ′(g, [p]) := [φ(g, p)]. A general theorem states
that invariant equivalence relations exist for transitive group actions, iff the
stabilizer subgroups (which in the transitive case are all conjugate) are maximal
(e.g. Theorem 1.12 in [32]).

A.2 Structures on Vector and Affine Spaces

A.3 Non Degenerate Bilinear Forms

Consider a vector space V of dimension n over F (here denoting R or C). Let it
be endowed with a non-degenerate bilinear form ω : V ×V → F. No assumptions
regarding symmetries of ω are made at this point. The dual space of V is denoted
by V ∗ whose elements we will denote by Greek letters. The set of linear maps
V → V is denoted by End(V ), called the endomorphisms of V , which forms an
associative algebra over F (algebra multiplication being composition of maps).
The set of invertible elements in End(V ) (i.e. isomorphisms of V ) will be denoted
by GL(V ); it forms a group under composition. Generally, composition of maps
will be denoted by ◦.

The form ω defines an isomorphism

ω↓ : V → V ∗ , ω↓(v) := ω(v, ·) , (166)

with inverse map being denoted by

ω↑ : V ∗ → V , ω↑ := (ω↓)−1 , (167)

so that
ω↑ ◦ ω↓ = idV and ω↓ ◦ ω↑ = idV ∗ . (168)

Recall that “transposition” is a map End(V ) → End(V ∗), denoted by A �→
A� and defined through A�(α) := α ◦ A. This map is an anti-isomorphism
of algebras (‘anti’, since it obeys (A ◦ B)� = B� ◦ A�). Different from this
canonically defined notion of transposition is the ‘ω-transposition’, which is an
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isomorphism End(V ) → End(V ), which we denote by At (the dependence on ω
being implicitly understood) and which is defined through

ω(Atu, v) = ω(u,Av) ∀u, v ∈ V . (169)

Note that the ω-transposed is in End(V ) whereas the canonical transposed is in
End(V ∗). The relations between the two are

At = ω↑ ◦A� ◦ ω↓ and A� = ω↓ ◦At ◦ ω↑ . (170)

A.4 Generalized Orthogonal Transformations

A generalized orthogonal transformation of (V, ω) is any bijective map φ : V → V
such that ω

(
φ(u), φ(v)

)
= ω(u, v) for all u, v ∈ V . In this subsection we shall

restrict to symmetric ω. Note that any symmetric bilinear form ω is uniquely
determined by its quadratic form, i.e. the function ω̂ : V → F, v �→ ω̂(v) :=
ω(v, v), for we have ω(u, v) = 1

2

(
ω̂(u+v)−ω̂(u)−ω̂(v)

)
. It is sometimes useful to

consider generalizations of distance measures by setting d(u, v) :=
√
|ω̂(u− v)|.

This is e.g. done in SR, where one speaks of timelike and spacelike distances in
that sense. Now suppose ϕ is an isometry with respect to d, i.e. d(ϕ(u), ϕ(v)) =
d(u, v) for all u, v. Consider φ defined by φ(u) := ϕ(u) − ϕ(0). Clearly ϕ is
an isometry of d if φ is an orthogonal transformation with respect to ω. Now,
orthogonal transformations are necessarily linear:

Proposition 9. Let ω be a non-degenerate symmetric bilinear form on V and
let φ : V → V be an orthogonal transformation with respect to ω. Then φ is
linear.

Proof. Consider I := ω
(
aφ(u) + bφ(v) − φ(au + bv), w

)
; surjectivity36 allows to

write w = φ(z), so that I = aω(u, z) + bω(v, z)−ω(au+ bv, z) = 0 for all z ∈ V .
Hence the aforementioned expression for I is zero for all w ∈ V , which by non-
degeneracy of ω implies the linearity of φ. ��

Particularly simple orthogonal transformations are given by reflections on
non-degenerate hyperplanes. To explain this, let v ∈ V and v⊥ := {w ∈ V |
ω(v, w) = 0} ⊂ V . v⊥ is a linear subspace of co-dimension one, that is, a
hyperplane. That it be non-degenerate means that ω|v⊥ is non-degenerated,
which is easily seen to be the case iff ω(v, v) �= 0. The reflection at the non-
degenerate hyperplane v⊥ is the map

ρv(x) := x− 2 v
v · x
v2

. (171)

where for convenience we wrote u · v := ω(u, v) and v2 := v · v. ρv is easily
seen to be an involutive (i.e. ρv ◦ ρv = idV ) orthogonal transformation. If φ is
any other orthogonal transformation, the following equivariance property holds:
φ ◦ ρv ◦ φ−1 = ρφ(v). An important result is now given by

36 Note that we only use surjectivity here, so that the hypotheses for this result may
be slightly reduced.
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Theorem 6 (Cartan, Dieudonné). Let the dimension of V be n. Any orthog-
onal transformation of (V, ω) is the composition of at most n reflections.

Proof. Comprehensive proofs may be found in [32] or [7]. Here we offer a proof
of the weaker result, that any orthogonal transformation is the composition of at
most 2n− 1 reflections. So let φ be orthogonal and v ∈ V so that v2 �= 0 (which
certainly exists). Let w = φ(v), then (v + w)2 + (v − w)2 = 4v2 �= 0 so that
w + v and w − v cannot simultaneously have zero squares. So let (v ∓ w)2 �= 0
(understood as alternatives), then ρv∓w(v) = ±w and ρv∓w(w) = ±v. Hence v
is eigenvector with eigenvalue 1 of the orthogonal transformation given by

φ′ =

{
ρv−w ◦ φ if (v − w)2 �= 0 ,

ρv ◦ ρv+w ◦ φ if (v − w)2 = 0 .
(172)

Consider now the orthogonal transformation φ′∣∣
v⊥

on v⊥ with induced bilinear
form ω

∣
∣
v⊥

, which is non-degenerated due to v2 �= 0. We now conclude by induc-
tion: At each dimension we need at most two reflections to reduce the problem
by one dimension. After n − 1 steps we have reduced the problem to one di-
mension, where we need at most one more reflection. Hence we need at most
2(n − 1) + 1 = 2n − 1 reflections which upon composition with φ produce the
identity. Here we use that any orthogonal transformation in v⊥ can be canoni-
cally extended to span{v} ⊕ v⊥ by just letting it act trivially on span{v}. ��

There are several useful applications of this result, most notably in the construc-
tion of the Spin groups. Other applications in SR are discussed in [48].

A.5 Index Raising and Lowering

Let {ea}a=1,··· ,n be a basis of V and {ηa}a=1,··· ,n its (canonical) dual basis of
V ∗, which is defined by ηa(eb) = δab . Using ω↓ and ω↑ one can define the ω-duals
of {ea} and {ηa} respectively, given by

ηa := ω↓(ea) ∈ V ∗ , (173a)

ea := ω↑(ηa) ∈ V , (173b)

so that, writing ωab := (ea, eb) and ωab for the components of the inverse-
transposed matrix (i.e. ωacωbc = ωcaω

cb = δba),

ηa := ω↓(ea) = ωabη
b , (174a)

ea := ω↑(ηa) = ωbaeb . (174b)

Using components with respect to the canonical dual bases, so that v = vaea ∈ V
with ω↓(v) =: vaη

a and α = αaη
a ∈ V ∗ with ω↑(α) =: αaea, one obtains the

equivalent to (174) in coordinates:

va = vbωba , (175a)

αa = ωabαb . (175b)
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It should be clear from (174) and (175) why the maps ω↓ and ω↑ are called
“index lowering” and “index raising”. Often, if there is no ambiguity as to what
structure ω is used, the following notation is employed: Let v ∈ V and α ∈ V ∗,
then ω↓(v) =: v� ∈ V ∗ and ω↑(α) =: α� ∈ V .

Finally we remark on the choice of conventions. Comparing e.g. (175a) with
(175b) one notices that one sums over the first index on ω for lowering and
over the second index for raising indices (on the bases (174) it is just the other
way round). This is a consequence of the following requirements: 1) raising and
lowering of indices are mutually inverse operations, and 2) the matrix, {ωab},
used for raising indices is the transposed inverse of {ωab}. The rationale for the
second condition is the requirement that lowering both indices on {ωab} using
{ωab} should reproduce {ωab} and raising both indices on {ωab} using {ωab}
should reproduce {ωab}. This enforces 2).

Note again that so far no assumptions were made concerning the symmetries
of ω. In the general case there are, in fact, two raising-lowering operations: One
as given above, the other by replacing (166) with ω̃↓(v) := ω(·, v), i.e. v now
being in the second rather than the first slot. For this second operation we have
all formulae as above with {ωab} and {ωab} being replaced by the transposed
matrices. In physical applications ω is either symmetric – like in case of the
Minkowski metric – or antisymmetric – like for the 2-spinor metric (symplectic
form). In those cases there is – up to sign in the second case – a unique pair of
lowering and raising operations.

A.6 Linear Frames

A basis f = {ea}a=1,··· ,n of V can be viewed as a linear isomorphism (also
denoted by f), f : F

n → V , given by f(v1, · · · , vn) = vaea. With this interpreta-
tion we call the basis f a linear frame. Any frame f induces an isomorphism of
algebras End(Fn) → End(V ), given by A �→ Af := f ◦A◦f−1. If A = {Ab

a}, then
Af (ea) = Ab

aeb. The standard (linear) action φ of GL(Fn) on F
n, φ(A, x) := Ax,

thereby translates in an f -dependent way to an action φf of GL(Fn) on V , de-
fined by φf (A, v) := f ◦ φ(A, f−1(v)); that is, (A, v) �→ Afv = f(Ax), where
f(x) = v.

Let FV denote the set of frames for V . The general linear group GL(Fn) acts
transitively and freely on FV from the right:

GL(V ) ×FV → FV , (A, f) �→ f ·A := f ◦A . (176)

Proper subgroups of GL(Fn) continue to act freely on FV .

A.7 Affine Spaces

An affine space over the vector space V is a set Aff(V ) together with an effective
and transitive action φ of V , considered as Abelian group (group multiplication
being vector addition). Since the group is Abelian, this suffices to imply that
the action is free and simply transitive. One writes φ(m, v) =: m + v, which
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defines what is meant by “+” between an element of Aff(V ) and an element of
V . Any ordered pair of points (p, q) ∈ Aff(V )×Aff(V ) uniquely defines a vector
v, namely that for which p = q + v. One writes p − q = v, defining what is
meant by “−” between two elements of Aff(V ). Considered as Abelian groups,
any linear subspace W ⊂ V defines a subgroup. The orbit of that subgroup in
Aff(V ) through m ∈ Aff(V ) is an affine subspace, denoted by Wm, i.e.

Wm = m + W := {m + w | w ∈ W} , (177)

which is an affine space over W in its own right of dimension dim(W ). One-
dimensional affine subspaces are called (straight) lines, two-dimensional ones
planes, and those of co-dimension one are called hyperplanes.

A.8 Affine Frames

A basis for Aff(V ) is a tuple F := (m, f), where m is a point in Aff(V ) and
f a basis of V . F can be considered as a map F

n → Aff(V ), given by F (x) :=
f(x) + m (here f is interpreted as linear frame). With this interpretation F is
called an affine frame. We denote the set of affine frames by FAff(V ).

The general affine group of F
n is given in the familiar fashion by the

semi-direct product F
n

� GL(Fn), which acts on F
n in the standard way:

φ : ((a,A), x) �→ φ((a,A), x) := A(x) + a. Its multiplication law is given by:

(a1, A1)(a2, A2) = (a1 + A1a2 , A1A2) . (178)

Depending on the choice of a frame F ∈ FAff(V ) the action φ of F
n
�GL(Fn) on F

n

translates to an action φF of F
n

� GL(Fn) on Aff(V ) as follows: φF ((a,A), p) :=
F ◦ φ((a,A), F−1(p)); in other words, if F = (m, f) and F (x) = p, we have
φF : ((a,A), p) �→ F (Ax + a) = Af (p−m) + m + f(a).

F
n

�GL(Fn) has an obvious right action on FAff(V ), given by (g, F ) �→ F ·g :=
F ◦ g. Explicitly, for g = (a,A) and F = (m, f), this reads

F · g = (m, f) · (a,A) = (m + f(a), f ◦A) . (179)

A.9 Lie Algebras for Matrix Groups

General Considerations

We first recall the definition of a Lie algebra:

Definition 8. A Lie algebra over F (here denoting R or C) is a vector space L
over F endowed with a map (called the “Lie bracket”) L × L → L, (X,Y ) �→
[X,Y ], which for all X,Y,Z ∈ L obeys:

[X,Y ] = −[Y,X] (anti-symmetry) , (180a)
[aX + Y,Z] = a[X,Z] + [Y,Z] (linearity) , (180b)
[X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0 (Jacobi identity) . (180c)
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A Lie subalgebra L′ ⊆ L is a linear subspace which becomes a Lie algebra when
the bracket is restricted to L′, i.e. if [L′, L′] ⊆ L′. A Lie subalgebra is called an
ideal if the stronger condition holds that [L′, L] ⊆ L′. It is easy to see that if L′

is an ideal the quotient L/L′ is again a Lie algebra: just define the bracket of
two cosets as the coset of the bracket of two arbitrary representatives, which is
well defined.

In may cases of interest L is already given as an associative algebra and the
Lie bracket is then defined as commutator: [X,Y ] := X · Y − Y ·X. This is e.g.
the case if L ⊆ End(V ) since, as already mentioned, the endomorphisms of a
vector space V form an associative algebra if the multiplication is taken to be
the composition of maps.

Given a matrix group G ⊆ GL(n,F) we consider the set C1
∗(R,G) of all contin-

uously differentiable curves A : R → G such that A(0) = 1n (unit n×n-matrix).
We define Ȧ := d

dsA(s)|s=0, the “velocity” of the curve A(s) at the group iden-
tity. We consider the set of all such velocities:

Lie(G) :=
{
Ȧ | A ∈ C1

∗(R,G)
}
⊂ End(Rn) . (181)

Proposition 10. Lie(G) is a real Lie algebra.

Proof. First we prove that Lie(G) is a linear space: Let X,Y ∈ Lie(G) and
A,B ∈ C1

∗(R,G)) such that X = Ȧ and Y = Ḃ. Define C ∈ C1
∗(R,G) by

C(s) := A(s) · B(ks), where k ∈ R, then Ċ = X + kY , showing that Lie(G) is
a vector space over R. Here and below “ · ” denotes matrix multiplication. Now,
since Lie(G) ⊆ End(Fn), i.e. lies in an associative algebra, we define the Lie
bracket on Lie(G) as commutator, that is [X,Y ] := X · Y −X ·X. This bracket
clearly satisfies conditions (180)). But we still have to show that [X,Y ] is in
Lie(G) if X,Y are. That is, we have to show that there is a curve C ∈ C1

∗(R,G)
such that Ċ = [X,Y ]. To do this, let again A,B ∈ C1

∗(R,G) be such that X = Ȧ
and Y = Ḃ. Then the sought for C is given by

C(s) :=

{
A(τ(s)) ·B(τ(s)) ·A−1(τ(s)) ·B−1(τ(s)) for s ≥ 0 ,

B(τ(s)) ·A(τ(s)) ·B−1(τ(s)) ·A−1(τ(s)) for s ≤ 0 ,
(182)

where

τ(s) :=

{√
s for s ≥ 0 ,

−
√
−s for s ≤ 0 .

(183)

This curve is indeed differentiable at s = 0 (though s �→ A(
√
s) and s �→ B(

√
s)

are not). Its right derivative (s ≥ 0) is:

Ċ = lim
s→0

C(s) − 1n
s

= lim
s→0

{[
A(τ(s)), B(τ(s))

]
A−1(τ(s))B−1(τ(s))
s

}

= lim
τ→0

{[
A(τ) − 1n

τ
,
B(τ) − 1n

τ

]
A−1(τ)B−1(τ)

}
= [X,Y ] . (184)
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Its left derivative follows along the same lines, one just exchanges A ↔ B and
replaces s with −s, leading again to [X,Y ]. ��

Some Special Lie Algebras

Before we restrict attention to the Lorentz group and its inhomogeneous coun-
terpart (sometimes called the Poincaré group), let us describe in general the
situation of which they are special cases.

Consider a vector space V of n dimensions over the field F (R or C). As before,
End(V ) denotes the associative algebra of linear maps V �→ V . Let GL(V ) ⊂
End(V ) denote the set of invertible linear maps, i.e. det(f) �= 0 (compare (195))
for all f ∈ GL(V ).

Given a subgroup G ⊆ GL(V ), there is a corresponding inhomogeneous group,
IG ⊆ IGL(V ), given by the semi-direct product of V (considered as Abelian group
under addition) with G, denoted by V � G. Its multiplication law is as follows:

(a1, A1)(a2, A2) = (a1 + A1(a2) , A1 ◦A2) , ai ∈ V Ai ∈ G (185)

We endow V with a non-degenerate bilinear form ω : V × V → F, which
we restrict to be either symmetric (ε = 1) or antisymmetric (ε = −1), that is
ω(v, w) = ε ω(w, v) for all v, w ∈ V . We want to consider the group G ⊂ GL(V )
of ω preserving maps:

G : = {A ∈ GL(V ) | ω(Av,Aw) = g(v, w) ∀v, w ∈ V } . (186a)

Using the “index-lowering” map ω↓ : V → V ∗, v �→ ω(v, ·) and its inverse
ω↓ : V ∗ → V , the “index-raising” map (cf. Sect. A.2), this can also be written
as

G : = {A ∈ GL(V ) | ω↓ ◦A ◦ ω↑ = (A�)−1} . (186b)

The Lie algebra Lie(G) is easily obtained by considering curves in G, as
explained in the previous subsection. Using (186) this leads to

Lie(G) : = {X ∈ End(V ) | ω(Xv,w) + ω(v,Xw) = 0 ∀v, w ∈ V } , (187a)

= {X ∈ End(V ) | ω↓ ◦X ◦ ω↑ = −X�} . (187b)

Let us describe it more concretely in terms of components. Choose a basis
{ea}a=1···n of V and the corresponding dual basis {ηa}a=1···n of V ∗, so that
ηa(eb) = δab . From (187b) it follows that a general element Xa

b ea⊗ ηb ∈ End(V )
lies in Lie(G) iff Xab = − εXba, where Xab := Xc

bωca. Hence, writing ηa := ωabη
b

so that ηa(eb) = ωab (cf. Sect. A.5), a basis for Lie(G) is given by the 1
2n(n− ε)

vectors
Mab = ea ⊗ ηb − ε eb ⊗ ηa . (188)

The Lie algebra of the corresponding inhomogeneous group is given by the
linear space V ⊕ Lie(G) and Lie bracket as follows:

[
(a1,X1) , (a2,X2)

]
=
(
X1(a2) −X2(a1) , [X1,X2]

)
. (189)
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Hence we obtain Lie(IG) by adding to (188) the n translation generators

Ta := ea . (190)

Together they span the 1
2n(n + 2 − ε)-dimensional Lie algebra Lie(IG), whose

commutation relations easily follow from (188,189,190):

[Mab,Mcd] = ωadMbc + ωbcMad − ε ωacMbd − ε ωbdMac , (191a)
[Mab, Tc] = ωbcTa − ε ωacTb , (191b)

[Ta, Tb] = 0 . (191c)

Two special cases of this general setting become relevant in SR:

1 Let V = R
4 and ω symmetric with signature (1, 3) (one plus, three minuses).

The technical name of G is then O(1,3). Generally, if V = R
n and if ω is of

signature (p,q), where p + q = n, G is called O(p,q). O(p,q) is isomorphic to
O(q,p) and O(n,0) is just the ordinary orthogonal group O(n) in n dimensions.

2 Let V = C
2 and ω antisymmetric. In two dimensions, leaving an anti-

symmetric form invariant is equivalent to having unit determinant. Hence
G = SL(2,C), the group of complex 2 × 2 matrices of unit determinant. The
group SL(2,C) is the double (and also universal) cover of the identity com-
ponent of O(1,3), often denoted by O↑

+(1,3) or SO↑(1,3).

A.10 Exponential Map

Since End(V ) form an associative algebra, we can form functions based on ad-
dition and multiplication. Writing Xn for the n-fold composition X ◦ · · · ◦X, we
can define the exponential map

exp : End(V ) → End(V ) , exp(X) :=
∞∑

n=0

Xn

n!
. (192)

Note that the series converges absolutely with respect to the standard norms on
End(V ).

Now consider “det” and “trace”, which are the familiar F-valued functions
on End(V ):

det(X) := detm{ηa(Aeb)} , (193)
trace(X) : = ηa(Aea) , (194)

where {ea} and {ηa} is any pair of dual bases (it does not matter which one)
and where detm is the standard determinant function for matrices. We have

Proposition 11.
det ◦ exp = exp ◦ trace . (195)
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Proof. Assume V to be complex (complexify if V was real). For X ∈ End(V )
one can then find an eigenbasis, so that with respect to it X is a triangular
matrix, whose diagonal entries are its eigenvalues. Then equation (195) reduces
to the statement, that the product of the exponentials of the eigenvalues is the
exponential of their sum, which is true of course. ��

Equation (195) shows that det(exp(X)) > 0 for any X ∈ End(V ). Moreover,
any element A = exp(X) is connected to the identity by a continuous path
s �→ exp(sX). Hence the image of End(V ) under exp is contained in the identity
component of GL(V ), which is given by the invertible linear maps of positive
determinant, denoted by GL+(V ).

Note that the curve s �→ exp(sX) is a homomorphism from the additive
group R to GL(V ). Conversely, we have

Proposition 12. Let γ : R → GL(V ) be a homomorphism, i.e. a map that
satisfies

γ(0) = 1 and γ(s + t) = γ(s) ◦ γ(t) for all s, t ∈ R. (196)

Then γ must be of the form γ(s) = exp(sX), where X = γ̇(0).

Proof. We consider the curve β(s) := γ(s) ◦ exp(−sX), which satisfies β(0) = 1
and β̇(s) = γ̇(s)− γ(s) ◦X. But this is zero, as can be seen from differentiating
γ(s+ t) = γ(s)◦γ(t) with respect to t at t = 0. Hence β(s) = 1 for all s, showing
that γ(s) = exp(sX). ��

Let us now regard the exponential map restricted to the special Lie subalge-
bras Lie(G) defined in (187). Since

ω↓ ◦ exp(X) ◦ ω↑ = exp(ω↓ ◦X ◦ ω↑) (197)

for all X ∈ End(X), the image of Lie(G) under the exponential map lies in G.
More precisely, since Lie(G) is connected and exp continuous, the image must
also be connected. Since it also contains the identity (1 = exp(0)), the image of
Lie(G) lies in the identity component of G, denoted by G1. Hence we have a map

exp : Lie(G) → G1 . (198)

It is clear that this map is generally not injective. Consider e.g. the group SO(2)
of planar rotations, which is topologically a circle (S1) and whose Lie algebra is
the real line. exp winds the line infinitely often around the circle. But neither is
exp generally onto. A relevant example is given by G = SL(2,C). Its Lie algebra
is given by the space of traceless 2× matrices with complex entries. Now, for
example, none of the matrices

Aa :=
(
−1 a
0 −1

)
a �= 0 (199)

can be in the image of the exponential map. To see this, first note that, within
SL(2,C), A(a) can be continuously connected to the identity, e.g. by the path
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Aa(s) =
(

exp(iπs) sa
0 exp(−iπs)

)
. (200)

In fact, SL(2,C) is connected. Suppose now that exp(X) = Aa for some traceless
X. The eigenvalues of X are ±λ �= 0 so that X is diagonalizable. Let T ∈ GL(2,C)
such that TXT−1 = diag(λ,−λ), then TAaT

−1 = diag(exp(λ), exp(−λ)), which
is impossible since both eigenvalues of Aa equal −1.

What is however true is that the image of the exponential map covers a
neighborhood of the group identity. This follows from the fact that the derivative
of the smooth map (198) evaluated at 1 ∈ G is non-zero (it is the identity map
Lie(G) → Lie(G)). Hence, by the inverse-function theorem, it has a local smooth
inverse. Moreover, we have the following

Proposition 13. Any A ∈ G is the finite product of elements in the image of
exp, that is, for any A ∈ G there exist Xi ∈ Lie(G), i = 1, . . . , k < ∞, such that

A = exp(X1) ◦ · · · ◦ exp(Xk) . (201)

Proof. We first note that elements of the form (201) obviously form a subgroup
G′ ⊂ G1 which contains a whole neighborhood U ⊂ 1 ∈ G1, as we have just seen.
Now, for any A ∈ G′, the map LA : G′ → G′, B �→ AB, is a smooth bijection with
smooth inverse LA−1 . Hence LA is an open map (sends open sets to open sets)
so that LA(U) is an open neighborhood of A ∈ G1. This shows that G′ ⊆ G1

is open. Likewise one shows that all cosets of G′ in G1 are open, since they are
obtained as images of G′ under LA for some A ∈ G1. But this shows that G′ ⊆ G1

is also closed, since it is the complement of the union of all G′-cosets different
from G′ itself. Being open and closed in the connected set G1, G′ is necessarily
identical to it. [This argument shows in fact that any neighborhood U of the
identity in a topological group generates the identity component, in the sense
that any element in the identity component is the finite product of elements
from U .] ��
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Abstract. The observational basis of quantum theory in accelerated systems is stud-
ied. The extension of Lorentz invariance to accelerated systems via the hypothesis of
locality is discussed and the limitations of this hypothesis are pointed out. The non-
local theory of accelerated observers is briefly described. Moreover, the main observa-
tional aspects of Dirac’s equation in noninertial frames of reference are presented. The
Galilean invariance of nonrelativistic quantum mechanics and the mass superselection
rule are examined in the light of the invariance of physical laws under inhomogeneous
Lorentz transformations.

1 Introduction

Soon after Dirac discovered the relativistic wave equation for a spin 1
2 particle [1],

the generally covariant Dirac equation was introduced by Fock and Ivanenko [2]
and was studied in great detail by a number of authors [3]. Dirac’s equation

(i�γα∂α −mc)ψ = 0 (1)

transforms under a Lorentz transformation x′α = Lαβ xβ as

ψ′(x′) = S(L)ψ(x) , (2)

where S(L) is connected with the spin of the particle and is given by

S−1γαS = Lαβγ
β . (3)

The generally covariant Dirac equation can be written as

(i�γµ∇µ −mc)ψ = 0 , (4)

where ∇µ = ∂µ + Γµ and Γµ is the spin connection. Let us consider a class of
observers in spacetime with an orthonormal tetrad frame λµ(α), i.e.

gµνλ
µ
(α)λ

ν
(β) = η(α)(β) , (5)
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where η(α)(β) is the Minkowski metric tensor. Then in (4), γµ is given by γµ =
λµ(α)γ

(α) and

Γµ = − i

4
λν(α)[λν(β)];µ σ(α)(β) , (6)

where
σ(α)(β) =

i

2
[γ(α), γ(β)] . (7)

In this way, the generally covariant Dirac equation is minimally coupled to inertia
and gravitation.

The standard quantum measurement theory involves ideal inertial observers.
However, all actual observers are more or less accelerated. Indeed, the whole
observational basis of Lorentz invariance as well as quantum mechanics rests
upon measurements performed by accelerated observers. It is therefore necessary
to discuss how the measurements of noninertial observers are connected with
those of ideal inertial observers. This paper is thus organized into two parts. In
the first part, Sects. 2–4, we consider the basic physical assumptions that underlie
the covariant generalization of Dirac’s equation. The second part, Sects. 5–9,
are devoted to the physical consequences of this generalization for noninertial
frames of reference. In particular, the connection between the relativistic theory
and nonrelativistic quantum mechanics in accelerated systems is examined in
detail. Sect. 10 contains a brief discussion.

2 Hypothesis of Locality

The extension of Lorentz invariance to noninertial systems necessarily involves
an assumption regarding what accelerated observers actually measure. What is
assumed in the standard theory of relativity is the hypothesis of locality, which
states that an accelerated observer is pointwise equivalent to an otherwise iden-
tical momentarily comoving inertial observer. It appears that Lorentz first intro-
duced such an assumption in his theory of electrons to ensure that an electron
– conceived as a small ball of charge – is always Lorentz contracted along its di-
rection of motion [4]. He clearly recognized that this is simply an approximation
based on the assumption that the time in which the electron velocity changes is
very long compared to the period of the internal oscillations of the electron (see
Sect. 183 on page 216 of [4]).

The hypothesis of locality was later adopted by Einstein in the course of the
development of the theory of relativity (see the footnote on page 60 of [5]). In
retrospect, the locality assumption fits perfectly together with Einstein’s local
principle of equivalence to guarantee that every observer in a gravitational field
is locally (i.e. pointwise) inertial. That is, Einstein’s heuristic principle of equiv-
alence, namely, the presumed local equivalence of an observer in a gravitational
field with an accelerated observer in Minkowski spacetime, would lose its op-
erational significance if one did not know what accelerated observers measure.



114 B. Mashhoon

However, combined with the hypothesis of locality, Einstein’s principle of equiv-
alence provides a basis for a theory of gravitation that is consistent with (local)
Lorentz invariance.

Early in the development of the theory of relativity, the hypothesis of lo-
cality was usually stated in terms of the direct acceleration independence of
the behavior of rods and clocks. The clock hypothesis, for instance, states that
“standard” clocks measure proper time. Thus measuring devices that conform to
the hypothesis of locality are usually called “standard”. It is clear that inertial
effects exist in any accelerated measuring device; however, in a standard device
these effects are usually expected to integrate to a negligible influence over the
duration of each elementary measurement. Thus a standard measuring device is
locally inertial [6].

Following the development of the general theory of relativity, the hypothesis
of locality was discussed by Weyl [7]. Specifically, Weyl [7] noted that the locality
hypothesis was an adiabaticity assumption in analogy with slow processes in
thermodynamics.

The hypothesis of locality originates from Newtonian mechanics: the acceler-
ated observer and the otherwise identical momentarily comoving inertial observer
have the same position and velocity; therefore, they share the same state and are
thus pointwise identical in classical mechanics. The evident validity of this as-
sertion for Newtonian point particles means that no new assumption is required
in the treatment of accelerated systems of reference in Newtonian mechanics.
It should also hold equally well in the classical relativistic mechanics of point
particles, as originally recognized by Minkowski (see p. 80 of [8]). If all physical
phenomena could be reduced to pointlike coincidences of particles and rays, then
the hypothesis of locality would be exactly valid.

The hypothesis of locality is not in general valid, however, in the case of
classical wave phenomena. Consider, for instance, the determination of the fre-
quency of an incident electromagnetic wave by a linearly accelerated observer.
Clearly, the frequency cannot be determined instantaneously; in fact, the ob-
server needs to measure a few oscillations of the electromagnetic field before a
reasonable determination of the frequency becomes operationally possible. Let λ
be the characteristic wavelength of the incident radiation and L be the accelera-
tion length of the observer; then, the hypothesis of locality is approximately valid
for λ ( L. Here L is a length scale that involves the speed of light c and certain
scalars formed from the acceleration of the observer such that the acceleration
time L/c characterizes the time in which the velocity of the observer varies ap-
preciably. In an Earth-based laboratory, for instance, the main translational and
rotational acceleration lengths would be c2/g⊕ ≈ 1 lt-yr and c/Ω⊕ ≈ 28 AU,
respectively. Thus in most experimental situations λ/L is negligibly small and
any possible deviations from the locality hypothesis are therefore below the cur-
rent levels of detectability. Indeed, in the ray limit, λ/L → 0, the hypothesis of
locality would be valid; therefore, λ/L is a measure of possible deviation from
the locality postulate.
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Consider a classical particle of mass m and charge q under the influence of
an external force fext. The accelerated charge radiates electromagnetic radiation
with a typical wavelength λ ∼ L, where L is the acceleration length of the
particle.We would expect that a significant breakdown of the locality hypothesis
occurs in this case, since λ/L ∼ 1 in the interaction of the particle with the
electromagnetic field. The violation of the hypothesis of locality implies that the
state of the particle cannot be characterized by its position and velocity. This
is indeed the case, since the equation of motion of the radiating particle in the
nonrelativistic approximation is given by the Abraham-Lorentz equation

m
dv
dt

− 2
3
q2

c3
d2v
dt2

+ · · · = fext (8)

which implies that position and velocity are not sufficient to specify the state of
the radiating charged particle [9].

To discuss quantum mechanics in an accelerated system of reference, it is
therefore useful to investigate the status of the hypothesis of locality vis-a-vis the
basic principles of quantum theory. The physical interpretation of wave functions
is based on the notion of wave-particle duality. On the other hand, the locality
hypothesis is valid for classical particles and is in general violated for classical
waves. This circumstance provides the motivation to develop a nonlocal theory
of accelerated systems that would go beyond the hypothesis of locality and would
be consistent with wave-particle duality. Such a theory has been developed [10]
and can be employed, in principle, to describe a nonlocal Dirac equation in
accelerated systems of reference. Some of the main aspects of the nonlocal theory
are described in Sect. 4.

3 Acceleration Tensor

It follows from the hypothesis of locality that an accelerated observer in Minkowski
spacetime carries an orthonormal tetrad λµ(α), where λµ(0) = dxµ/dτ is its four-
velocity vector that is tangent to its worldline and acts as its local temporal
axis. Here τ is the proper time along the worldline of the accelerated observer.
To avoid unphysical situations, we assume throughout that the observer is ac-
celerated only for a finite period of time. The local spatial frame of the observer
is defined by the unit spacelike axes λµ(i), i = 1, 2, 3. The tetrad frame is trans-
ported along the worldline in accordance with

dλµ(α)

dτ
= Φ β

α λµ(β) , (9)

where
Φαβ = −Φβα (10)

is the antisymmetric acceleration tensor. In close analogy with the Faraday ten-
sor, the acceleration tensor consists of “electric” and “magnetic” components.
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The “electric” part is characterized by the translational acceleration of the ob-
server such that Φ0i = ai(τ), where ai = Aµλ

µ
(i) and Aµ = dλµ(0)/dτ is the

four-acceleration vector of the observer. The “magnetic” part is characterized
by the rotation of the local spatial frame with respect to a locally nonrotating
(i.e. Fermi-Walker transported) frame such that Φij = εijkΩ

k, where Ω(τ) is
the rotation frequency. The elements of the acceleration tensor, and hence the
spacetime scalars a(τ) and Ω(τ), completely determine the local rate of variation
of the state of the observer. It proves useful to define the acceleration lengths
L = c2/a and c/Ω, as well as the corresponding acceleration times L/c = c/a
and 1/Ω, to indicate respectively the spatial and temporal scales of variation of
the state of the observer. Let λ be the intrinsic length scale of the phenomenon
under observation; then, we expect that the deviation from the hypothesis of
locality should be proportional to λ/L.

It follows from a detailed analysis that if D is the spatial dimension of a
standard measuring device, then D ( L [6]. Such devices are necessary for the
determination of the local frame of the accelerated observer. In fact, this circum-
stance is analogous to the correspondence principle: while we are interested in
the deviations from the hypothesis of locality, such nonlocal effects are expected
to be measured with standard measuring devices.

4 Nonlocality

Imagine an accelerated observer in a background global Minkowski spacetime
and let ψ(x) be a basic incident radiation field. The observer along its world-
line passes through a continuous infinity of hypothetical momentarily comoving
inertial observers; therefore, let ψ̂(τ) be the field measured by the hypotheti-
cal inertial observer at the event characterized by the proper time τ . The local
spacetime of the hypothetical inertial observer is related to the background via
a proper Poincaré transformation x′ = Lx + s; hence, ψ′(x′) = Λ(L)ψ(x), so
that Λ = 1 for a scalar field. We therefore assume that along the worldline
ψ̂(τ) = Λ(τ)ψ(τ), where Λ belongs to a matrix representation of the Lorentz
group.

Suppose that Ψ̂(τ) is the field that is actually measured by the accelerated
observer. What is the connection between Ψ̂(τ) and ψ̂(τ)? The hypothesis of
locality postulates the pointwise equivalence of Ψ̂(τ) and ψ̂(τ), i.e. it requires
that Ψ̂(τ) = ψ̂(τ). On the other hand, the most general linear relation between
Ψ̂(τ) and ψ̂(τ) consistent with causality is

Ψ̂(τ) = ψ̂(τ) +
∫ τ

τ0

K(τ, τ ′)ψ̂(τ ′)dτ ′ , (11)

where τ0 is the initial instant of the observer’s acceleration. Equation (11) is man-
ifestly Lorentz invariant, since it involves spacetime scalars. The kernel K(τ, τ ′)
must be directly proportional to the observer’s acceleration, since Ψ̂ = ψ̂ for
an inertial observer. The ansatz (11) differs from the hypothesis of locality by
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an integral over the past worldline of the observer. In fact, this nonlocal part
is expected to vanish for λ/L → 0. The determination of a radiation field by
an accelerated observer involves a certain spacetime average according to (11)
and this circumstance is consistent with the viewpoint developed by Bohr and
Rosenfeld [11].

Equation (11) has the form of a Volterra integral equation. According to
Volterra’s theorem [12], the relationship between Ψ̂ and ψ̂ (and hence ψ) is unique
in the space of continuous functions. Volterra’s theorem has been extended to
the Hilbert space of square-integrable functions by Tricomi [13].

To determine the kernel K, we postulate that a basic radiation field can
never stand completely still with respect to an accelerated observer. This physical
requirement is a generalization of a well-known consequence of Lorentz invariance
to all observers. That is, the invariance of Maxwell’s equations under the Lorentz
transformations implies that electromagnetic radiation propagates with speed c
with respect to all inertial observers. That this is the case for any basic radiation
field is reflected in the Doppler formula, ω′ = γ(ω − v · k), where ω = c|k|. An
inertial observer moving uniformly with speed v that approaches c measures a
frequency ω′ that approaches zero, but the wave will never stand completely
still (ω′ �= 0) since v < c; hence, ω′ = 0 implies that ω = 0. Generalizing this
situation to arbitrary accelerated observers, we demand that if Ψ̂ turns out to
be a constant, then ψ must have been constant in the first place. The Volterra-
Tricomi uniqueness result then implies that for any true radiation field ψ in the
inertial frame, the field Ψ̂ measured by the accelerated observer will vary in time.
Writing (11) as

Ψ̂(τ) = Λ(τ)ψ(τ) +
∫ τ

τ0

K(τ, τ ′)Λ(τ ′)ψ(τ ′)dτ ′ , (12)

we note that our basic postulate that a constant Ψ̂ be associated with a constant
ψ implies

Λ(τ0) = Λ(τ) +
∫ τ

τ0

K(τ, τ ′)Λ(τ ′)dτ ′ , (13)

where we have used the fact that Ψ̂(τ0) = Λ(τ0)ψ(τ0). Given Λ(τ), (13) can
be used to determine K(τ, τ ′); however, it turns out that K(τ, τ ′) cannot be
uniquely specified in this way. To go forward, it originally appeared most natural
from the standpoint of phenomenological nonlocal theories to postulate that
K(τ, τ ′) is only a function of τ − τ ′ [10]; however, detailed investigations later
revealed that such a convolution kernel can lead to divergences in the case of
nonuniform acceleration [14]. It turns out that the only physically acceptable
solution of (13) is of the form [15,16]

K(τ, τ ′) = k(τ ′) = −dΛ(τ ′)
dτ ′ Λ−1(τ ′) . (14)

In the case of uniform acceleration, (14) and the convolution kernel both lead
to the same constant kernel. The kernel (14) is directly proportional to the
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acceleration of the observer and is a simple solution of (13), as can be verified
by direct substitution. Moreover, if the acceleration of the observer is turned off
at τf , then the unique kernel (14) vanishes for τ > τf . Thus for τ > τf , the
nonlocal contribution to the field in (11) is simply a constant memory of the
past acceleration of the observer that is in principle measurable. This constant
memory is simply canceled in a measuring device whenever the device is reset.

For a scalar field Λ = 1 and hence the kernel (14) vanishes. As will be
demonstrated in Sect. 8, it follows from the locality of such a field that for
scalar radiation of frequency ω, an observer rotating uniformly with frequency
Ω will measure ω′ = γ(ω − MΩ), where M = 0,±1,±2, . . . . Thus ω′ = 0
for ω = MΩ and our basic physical postulate is violated: the scalar radiation
stands completely still for all observers rotating uniformly about the same axis
with frequency Ω. It therefore follows from the nonlocal theory of accelerated
observers that a pure scalar (or pseudoscalar) radiation field does not exist. Such
fields can only be composites formed from other basic fields. This consequence of
the nonlocal theory is consistent with present observational data, as they show
no trace of a fundamental scalar (or pseudoscalar) field.

4.1 Nonlocal Field Equations

It follows from the Volterra (11) with kernel (14) that

ψ̂ = Ψ̂ +
∫ τ

τ0

r(τ, τ ′)Ψ̂(τ ′)dτ ′ , (15)

where r(τ, τ ′) is the resolvent kernel. Imagine that a nonlocal field Ψ exists in
the background Minkowski spacetime such that an accelerated observer with a
tetrad frame λµ(α) measures

Ψ̂ = ΛΨ . (16)

The relationship between Ψ and ψ can then be simply worked out using (15),
namely,

ψ = Ψ +
∫ τ

τ0

r̃(τ, τ ′)Ψ(τ ′)dτ ′ , (17)

where r̃ is related to the resolvent kernel by

r̃(τ, τ ′) = Λ−1(τ)r(τ, τ ′)Λ(τ ′) . (18)

It is possible to extend (17) to a class of accelerated observers such that
ψ(x) within a finite region of spacetime is related to a nonlocal field Ψ(x) by a
suitable extension of (17). The local field ψ(x) satisfies certain partial differential
equations; therefore, it follows from (17) that Ψ would satisfy certain Lorentz-
invariant nonlocal field equations. In this way, the nonlocal Maxwell equations
have been derived explicitly for certain linearly accelerated systems [17]. It turns
out that in general the field equations remain nonlocal even after the cessation
of accelerated motion.
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4.2 Nonlocal Electrodynamics

To confront the nonlocal theory with observation, it is useful to derive the phys-
ical consequences of nonlocal electrodynamics in systems that undergo transla-
tional and rotational accelerations and compare the predictions of the theory
with observational data. It turns out that for accelerated systems the experi-
mental data available at present do not have sufficient sensitivity to distinguish
between the standard theory (based on the locality hypothesis) and the non-
local theory. In the case of linearly accelerated systems, it may be possible to
reach the desired level of sensitivity with the acceleration of grains using high-
intensity femtosecond lasers [18, 19]. For a uniformly rotating observer in circu-
lar motion, one can compare the predictions of nonlocal electrodynamics with
the nonrelativistic quantum mechanics of electrons in circular atomic orbits or
about uniform magnetic fields in the correspondence limit. If the nonlocal theory
corresponds to reality, its predictions should be closer to quantum mechanical
results in the correspondence regime than those of the standard local theory
of accelerated systems. This turns out to be the case for the simple cases that
have been worked out in detail [20]. Let us now return to the standard physi-
cal consequences of Dirac’s equation in noninertial systems of reference. In the
following sections, emphasis will be placed on the main inertial effects and their
observational aspects in matter-wave interferometry.

5 Inertial Properties of a Dirac Particle

The physical consequences that follow from the Dirac equation in systems of
reference that undergo translational and rotational accelerations have been con-
sidered by a number of authors [21–24]. In particular, the work of Hehl and
Ni [25] has elucidated the general inertial properties of a Dirac particle. In their
approach, standard Foldy-Wouthuysen [26] transformations are employed to de-
couple the positive and negative energy states such that the Hamiltonian for the
Dirac particle may be written as

H = β

(
mc2 +

p2

2m

)
+ βma · x − Ω · (L + S) (19)

plus higher-order terms. Here βma ·x is an inertial term due to the translational
acceleration of the reference frame, while the inertial effects due to the rotation
of the reference frame are reflected in −Ω · (L + S).

Before proceeding to a detailed discussion of these inertial terms in Sects. 6–
9, it is important to observe that Obukhov [27] has recently introduced certain
exact “Foldy-Wouthuysen” (FW) transformations to decouple the positive and
negative energy states of the Dirac particle. Such a FW transformation is defined
up to a unitary transformation, which introduces a certain level of ambiguity
in the physical interpretation. That is, it is not clear from [27] what one could
predict to be the observable consequences of Dirac’s theory in noninertial systems
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and gravitational fields. For instance, in Obukhov’s exact FW transformation,
an inertial term of the form − 1

2S ·a appears in the Hamiltonian [27]; on the other
hand, it is possible to remove this term by a unitary transformation [27]. The
analog of this term in a gravitational context would be 1

2S · g. Thus the energy
difference between the states of a Dirac particle with spin polarized up and down
in a laboratory on the Earth would be 1

2�g⊕ ≈ 10−23 eV, which is a factor of
five larger than what can be detected at present [28]. A detailed examination of
spin-acceleration coupling together with theoretical arguments for its absence is
contained in [29].

The general question raised in [27] has been treated in [30]. It appears that
with a proper choice of the unitary transformation such that physical quanti-
ties would correspond to simple operators, the standard FW transformations of
Hehl and Ni [25] can be recovered [30]. Nevertheless, a certain phase ambiguity
can still exist in the wave function corresponding to the fact that the unitary
transformation may not be unique. This phase problem exists even in the nonrel-
ativistic treatment of quantum mechanics in translationally accelerated systems
as discussed in detail in Sect. 9.

6 Rotation

It is possible to provide a simple justification for the rotational inertial term in
the Hamiltonian (19). Let us start with the classical nonrelativistic Lagrangian of
a particle L = 1

2mv2−W , where W is a potential energy. Under a transformation
to a rotating frame of reference, v = v′ + Ω × r, the Lagrangian takes the form

L′ =
1
2
m(v′ + Ω × r)2 −W , (20)

where W is assumed to be invariant under the transformation to the rotating
frame. The canonical momentum of the particle p′ = ∂L′/∂v′ = p is an invariant
and we find that H ′ = H − Ω · L, where L = r × p is the invariant angular
momentum of the particle. Let us note that this result of Newtonian mechan-
ics [31] has a simple relativistic generalization: the rotating observer measures
the energy of the particle to be E′ = γ(E − v · p), where v = Ω × r; therefore,
E′ = γ(E − Ω · L).

This local approach may be simply extended to nonrelativistic quantum me-
chanics, where the hypothesis of locality would imply that [32]

ψ′(x′, t) = ψ(x, t) , (21)

since the rotating measuring devices are assumed to be locally inertial. Thus
ψ′(x′, t) = Rψ(x′, t), where

R = T̂ e
i
�

∫ t
0 Ω(t′)·Jdt′ . (22)

Here T̂ is the time-ordering operator and we have replaced L by J = L + S,
since the total angular momentum is the generator of rotations [32]. It follows
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that from the standpoint of rotating observers, Hψ = i�∂ψ/∂t takes the form
H ′ψ′ = i�∂ψ′/∂t, where

H ′ = RHR−1 − Ω · J . (23)

For the case of the single particle viewed by uniformly rotating observers, H ′

can be written as

H ′ =
1

2m
(p′ −mΩ × r)2 − 1

2
m(Ω × r)2 − Ω · S + W , (24)

where − 1
2m(Ω × r)2 is the standard centrifugal potential and −Ω · S is the

spin-rotation coupling term [32]. The Hamiltonian (24) is analogous to that of a
charged particle in a uniform magnetic field; this situation is a reflection of the
Larmor theorem. The corresponding analog of the Aharonov-Bohm effect is the
Sagnac effect for matter waves [33]. This effect is discussed in the next section.

7 Sagnac Effect

The term −Ω · L in the Hamiltonian (19) signifies the coupling of the orbital
angular momentum of the particle with the rotation of the reference frame and
is responsible for the Sagnac effect exhibited by the Dirac particle. The corre-
sponding Sagnac phase shift is given by

∆ΦSagnac =
2m
�

∫
Ω · dA , (25)

where A is the area of the interferometer. Equation (25) can be expressed as

∆ΦSagnac =
2ω
c2

∫
Ω · dA , (26)

where mc2 ≈ �ω and ω is the de Broglie frequency of the particle. Equation (26)
is equally valid for electromagnetic radiation of frequency ω.

For matter waves, the Sagnac effect was first experimentally measured for
Cooper pairs in a rotating superconducting Josephson-junction interferome-
ter [34]. Using slow neutrons, Werner et al. [35] measured the Sagnac effect
with Ω as the rotation frequency of the Earth. The result was subsequently con-
firmed with a rotating neutron interferometer in the laboratory [36]. Significant
advances in atom interferometry have led to the measurement of the Sagnac ef-
fect for neutral atoms as well. This was first achieved by Riehle et al. [37] and has
been subsequently developed with a view towards achieving high sensitivity for
atom interferometers as inertial sensors [38]. In connection with charged particle
interferometry, the Sagnac effect has been observed for electrons by Hasselbach
and Nicklaus [39].

The Sagnac effect has significant and wide-ranging applications and has been
reviewed in [40].
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8 Spin-Rotation Coupling

The transformation of the wave function to a uniformly rotating system of co-
ordinates involves (t, r, θ, φ) → (t, r, θ, φ + Ωt) in spherical coordinates, where
Ω is the frequency of rotation about the z axis. If the dependence of the wave
function on φ and t is of the form exp(iMφ−iEt/�), then in the rotating system
the temporal dependence of the wave function is given by exp[−i(E−�MΩ)t/�].
The energy of the particle measured by an observer at rest in the rotating frame
is

E′ = γ(E − �MΩ) , (27)

where γ = t/τ is the Lorentz factor due to time dilation. Here �M is the total
angular momentum of the particle along the axis of rotation; in fact, M =
0,±1,±2, . . . , for a scalar or a vector particle, while M ∓ 1

2 = 0,±1,±2, . . . , for
a Dirac particle.

In the JWKB approximation, (27) may be expressed as E′ = γ(E − Ω · J)
and hence

E′ = γ(E − Ω · L) − γΩ · S . (28)

It follows that the energy measured by the observer is the result of an instanta-
neous Lorentz transformation together with an additional term

δH = −γΩ · S , (29)

which is due to the coupling of the intrinsic spin of the particle with the frequncy
of rotation of the observer [32]. The dynamical origin of this term can be simply
understood on the basis of the following consideration: The intrinsic spin of a
free particle remains fixed with respect to the underlying global inertial frame;
therefore, from the standpoint of observers at rest in the rotating system, the
spin precesses in the opposite sense as the rotation of the observers. The Hamil-
tonian responsible for this inertial motion is given by (29). The relativistic nature
of spin-rotation coupling has been demonstrated by Ryder [41]. Let us illustrate
these ideas by a thought experiment involving the reception of electromagnetic
radiation of frequency ω by an observer that rotates uniformly with frequency
Ω. We assume for the sake of simplicity that the plane circularly polarized radi-
ation is normally incident on the path of the observer, i.e. the wave propagates
along the axis of rotation. We are interested in the frequency of the wave ω′

as measured by the rotating observer. A simple application of the hypothesis of
locality leads to the conclusion that the measured frequency is related to ω by
the transverse Doppler effect, ω′

D = γω, since the instantaneous rest frame of the
observer is related to the background global inertial frame by a Lorentz transfor-
mation. On the other hand, a different answer emerges when we focus attention
on the measured electromagnetic field rather than the propagation vector of the
radiation,

F(α)(β)(τ) = Fµνλ
µ
(α)λ

ν
(β) , (30)

where Fµν is the Faraday tensor of the incident radiation and λµ(α) is the ortho-
normal tetrad of the rotating observer. The nonlocal process of Fourier analysis
of F(α)(β) results in [42]
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ω′ = γ(ω ∓Ω) , (31)

where the upper (lower) sign refers to positive (negative) helicity radiation. We
note that in the eikonal limit Ω/ω → 0 and the instantaneous Doppler result
is recovered. The general problem of electromagnetic waves in a (uniformly)
rotating frame of reference has been treated in [43].

It is possible to understand (31) in terms of the relative motion of the ob-
server with respect to the field. In a positive (negative) helicity wave, the electric
and magnetic fields rotate with the wave frequency ω (−ω) about its direction
of propagation. Thus the rotating observer perceives that the electric and mag-
netic fields rotate with frequency ω − Ω (−ω − Ω) about the direction of wave
propagation. Taking due account of time dilation, the observed frequency of the
wave is thus γ(ω − Ω) in the positive helicity case and γ(ω + Ω) in the neg-
ative helicity case. These results illustrate the phenomenon of helicity-rotation
coupling for the photon, since (31) can be written as E′ = γ(E − S · Ω), where
E = �ω, S = �Ĥ and Ĥ = ±ck/ω is the unit helicity vector.

It follows from (31) that for a slowly moving detector γ ≈ 1 and

ω′ ≈ ω ∓Ω , (32)

which corresponds to the phenomenon of phase wrap-up in the Global Positioning
System (GPS) [44]. In fact, (32) has been verified for ω/(2π) ≈ 1 GHz and
Ω/(2π) ≈ 8 Hz by means of the GPS [44]. For ω � Ω, the modified Doppler
and aberration formulas due to the helicity-rotation coupling are [45]

ω′ = γ[(ω − Ĥ · Ω) − v · k] , (33)

k′ = k +
1
v2

(γ − 1)(v · k)v − 1
c2

γ(ω − Ĥ · Ω)v , (34)

and similar formulas can be derived for any spinning particle. Circularly po-
larized radiation is routinely employed for radio communication with artificial
satellites as well as Doppler tracking of spacecraft. In general, the rotation of the
emitter as well as the receiver should be taken into account. It follows from (33)
that ignoring helicity-rotation coupling would lead to a systematic Doppler bias
of magnitude cΩ/ω. In the case of the Pioneer spacecraft, the anomalous ac-
celeration resulting from the helicity-rotation coupling has been shown to be
negligibly small [46].

A half-wave plate flips the helicity of a photon that passes through it. Imag-
ine a half-wave plate that rotates uniformly with frequency Ω and an incident
positive helicity plane wave of frequency ωin that propagates along the axis of
rotation. It follows from (32) that ω′ ≈ ωin − Ω. The spacetime of a uniformly
rotating system is stationary; therefore, ω′ remains fixed inside the plate. The
radiation that emerges from the plate has frequency ωout and negative helic-
ity; hence, (32) implies that ω′ ≈ ωoout + Ω. Thus the rotating half-wave plate
is a frequency shifter: ωout − ωin ≈ −2Ω. In general, any rotating spin flipper
can cause an up/down energy shift given by −2S · Ω as a consequence of the
spin-rotation coupling. The frequency-shift phenomenon was first discovered in



124 B. Mashhoon

microwave experiments [47] and has subsequently been used in many optical
experiments (see [45] for a list of references).

Regarding the spin-rotation coupling for fermions, let us note that for exper-
iments in a laboratory fixed on the Earth, we must add to every Hamiltonian
the spin-rotation-gravity term

δH ≈ −S · Ω + S · ΩP , (35)

where the second term is due to the gravitomagnetic field of the Earth. That
is, the rotation of the Earth causes a dipolar gravitomagnetic field (due to mass
current), which is locally equivalent to a rotation by the gravitational Larmor
theorem. In fact, ΩP is the frequency of precession of an ideal fixed test gyro
and is given by

ΩP ≈ G

c2r5
[3(J · r)r − Jr2] , (36)

where J is the proper angular momentum of the central source. It follows
from (35) that for a spin 1

2 particle, the difference between the energy of the parti-
cle with spin up and down in the laboratory is characterized by �Ω⊕ ∼ 10−19 eV
and �ΩP ∼ 10−29 eV, while the present experimental capabilities are in the
10−24 eV range [28]. In fact, indirect observational evidence for the spin-rotation
coupling has been obtained [48] from the analysis of experiments that have
searched for anomalous spin-gravity interactions [49]. Further evidence for spin-
rotation coupling exists based on the analysis of muon g − 2 experiment [51].

An experiment to measure directly the spin-rotation coupling for a spin 1
2

particle was originally proposed in [32]. This involved a large-scale neutron in-
terferometry experiment with polarized neutrons on a rotating platform [52].
A more recent proposal [53] employs a rotating neutron spin flipper and hence
is much more manageable as it avoids a large-scale interferometer. The slow
neutrons from a source are longitudinally polarized and the beam is coherently
split into two paths that contain neutron spin flippers, one of which rotates with
frequency Ω about the direction of motion of the neutrons. In this leg of the in-
terferometer, an energy shift δH = −2S · Ω is thus introduced. The two beams
are brought back together and the interference beat frequency Ω is then mea-
sured. It is interesting to note that a beat frequency in neutron interferometry
has already been measured in another context [54]; therefore, similar techniques
can be used in the proposed experiment [53].

Some general remarks on the calculation of the phase shift are in order here.
One starts from the relation � dΦ = −Edt + p · dx for the phase Φ(x, t) of the
neutron wave in the JWKB approximation. Integrating from the source (xS , tS)
to the detector (xD, tD), we find

�Φ(xD, tD) = �Φ(xS , tS) −
∫ tD

tS

Edt +
∫ xD

xS

p · dx . (37)

Assuming equal amplitudes, the detector output is proportional to

|eiΦ1 + eiΦ2 |2 = 2(1 + cos∆Φ) , (38)
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where Φ1(Φ2) refers to the phase accumulated along the first (second) beam and
∆Φ = Φ1 −Φ2. It is usually assumed that the two beams are coherently split at
the source; therefore,

Φ1(xS , tS) = Φ2(xS , tS) . (39)

We thus find

� ∆Φ = −
∫ tD

tS

∆E dt +
∮

p · dx . (40)

In stationary situations, it is possible to assume that E1 = E2 = p2
0/(2m), where

(for i = 1, 2)

Ei =
p2
i

2m
+ δHi . (41)

Thus ∆E = 0 and the calculation of the phase shift (40) can be simply performed
if the perturbations δH1 and δH2 are small. It then follows from (41) that if δp
is the perturbation in neutron momentum due to δH such that p − δp is the
“unperturbed” momentum with magnitude p0, then

v · δp = −δH , (42)

where v is the neutron velocity. Hence, the extra phase shift due to the pertur-
bation is given by

∆Φ =
1
�

∮
δp · dx =

1
�

∫ D

S

(−δH1 + δH2)dt . (43)

Consider, as an example, the Sagnac effect in the rotating frame, where E =
p2/(2m) + δH with δH = −Ω · L. Thus (43) can be written as � ∆Φ =

∮
Ω ·

(mr × dr), since L = mr × v. In this way, one immediately recovers (25). The
approach described here was originally employed for the calculation of the phase
shift due to the spin-rotation coupling in a uniformly rotating system in [32].

In nonstationary situations, such as the proposed experiment using a rotating
spin flipper, ∆E �= 0 and hence there is a beat phenomenon in addition to a
phase shift. In fact, it follows from the analysis of that experiment [53] that
∆E = −�Ω for t > tout, when the neutron exits the spin flippers. Hence ∆Φ
contains Ω(tD − tout) in addition to a phase shift.

It is important to mention briefly the modification of spin-rotation coupling
by the nonlocal theory of accelerated observers (Sect. 4). Equation (27) implies
that E′ can be positive, zero or negative. When E′ = 0, the wave stands com-
pletely still with respect to the static observers in the rotating system. This is
contrary to the basic postulate of the nonlocal theory; therefore, the only mod-
ification in (27) occurs for the E′ = 0 case. This circumstance is discussed in
detail in [20].

9 Translational Acceleration

Before treating quantum mechanics in translationally accelerated systems, it
proves useful to digress here and discuss the transition from Lorentz invariance
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to Galilean invariance in quantum mechanics. What is the transformation rule
for a Schrödinger wave function under a Galilean boost (t = t′,x = x′ + V t)?
It follows from Lorentz invariance that for a spinless particle

φ(x) = φ′(x′) , (44)

where φ is a scalar wave function that satisfies the Klein-Gordon equation
(

� +
m2c2

�2

)
φ(x) = 0 . (45)

To obtain the Schrödinger equation from (45) in the nonrelativistic limit, we set

φ(x) = ϕ(x, t)e−i
mc2

�
t . (46)

Then, (45) reduces to

− �
2

2m
∇2ϕ = i�

∂ϕ

∂t
− �

2

2mc2
∂2ϕ

∂t2
. (47)

Neglecting the term proportional to the second temporal derivative of ϕ in the
nonrelativistic limit (c → ∞), we recover the Schrödinger equation for the wave
function ϕ.

Under a Lorentz boost, (44) and (46) imply that

ϕ(x, t)e−i
mc2

�
t = ϕ′(x′, t′)e−i

mc2
�

t′ , (48)

where

t = γ

(
t′ +

1
c2

V · x′
)

. (49)

It follows from

t− t′ =
1
c2

(
V · x′ +

1
2
V 2t′

)
+ O

(
1
c4

)
(50)

that in the nonrelativistic limit (c → ∞),

ϕ(x, t) = ei
m
� (V ·x′+ 1

2V
2t)ϕ′(x′, t) . (51)

This is the standard transformation formula for the Schrödinger wave function
under a Galilean boost.

On the other hand, we expect from equations (2) and (44) that in the absence
of spin, the wave function should turn out to be an invariant. Writing (48) in
the form

ϕ(x, t)e−i
mc2

�
t = [ϕ′(x′, t′)ei

mc2
�

(t−t′)]e−i
mc2

�
t , (52)

we note that the nonrelativisitic wave function may be assumed to be an invariant
under a Galilean transformation

ψ(x, t) = ψ′(x′, t) , (53)
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where
ψ(x, t) = ϕ(x, t), ψ′(x′, t) = ei

m
� (V ·x′+ 1

2V
2t)ϕ′(x′, t) . (54)

That is, in this approach the phase factor in (51) that is due to the relativity of
simultaneity belongs to the wave function itself.

The form invariance of the Schrödinger equation under Galilean transfor-
mations was used by Bargmann [55] to show that under the Galilei group, the
wave function transforms as in (51). Bargmann used this result in a thought
experiment involving the behavior of a wave function under the following four
operations: a translation (s) and then a boost (V ) followed by a translation (−s)
and finally a boost (−V ) to return to the original inertial system. It is straight-
forward to see from (51) that the original wave function ϕ(x, t) is related to the
final one ϕ′(x, t) by

ϕ(x, t) = e−i
m
�

s·V ϕ′(x, t) . (55)

The phase factor in (55) leads to the mass superselection rule, namely, one cannot
coherently superpose states of particles of different inertial masses [55,56]. This
rule guarantees strict conservation of mass in nonrelativistic quantum mechanics.
The physical significance of this superselection rule has been critically discussed
by Giulini [57] and more recently by Greenberger [58]. The main point here
is that only Lorentz invariance is fundamental, since the nonrelativistic limit
(c → ∞) is never actually realized.

It should be clear from the preceding discussion that no mass superselec-
tion rule is encountered in the second approach based on the invariance of the
wave function (53). It follows from the hypothesis of locality that the two dis-
tinct methods under discussion here carry over to the quantum mechanics of
accelerated systems [59].

Let us therefore consider the transformation to an accelerated system

x = x′ +
∫ t

0

V (t′)dt′ , (56)

where a = dV /dt is the translational acceleration vector. Starting from the
Schrödinger equation Hψ = i�∂ψ/∂t and assuming the invariance of the wave
function, ψ(x, t) = ψ′(x′, t), as in the second approach, we find that ψ′(x′, t) =
Uψ(x′, t), where

U = e
i
�

∫ t
0 V (t′)·p dt′ . (57)

If follows that ψ′ satisfies the Schrödinger equation H ′ψ′ = i�∂ψ′/∂t with the
Hamiltonian

H ′ = UHU−1 − V (t) · p , (58)

where p is the invariant canonical momentum. Writing H = p2/(2m)+W , where
W is the invariant potential energy, we find

[
1

2m
(p −mV )2 − 1

2
mV 2 + W

]
ψ′ = i�

∂ψ′

∂t
. (59)

Let
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ψ′(x′, t) = ei
m
� [V ·x′+ 1

2

∫ t
0 V

2(t′)dt′]ϕ′(x′, t) , (60)

then ϕ′(x′, t) satisfies the Schrödinger equation
(
− �

2

2m
∇′2 + ma · x′ + W

)
ϕ′ = i�

∂ϕ′

∂t
, (61)

where ∇′ = ∇ follows from (56). It is important to recognize that ϕ′(x′, t) is
the wave function from the standpoint of the accelerated system according to
the first (Bargmann) approach. Here the acceleration potential ma · x′, where
−∇′(ma ·x′) = −ma is the inertial force acting on the particle, corresponds to
the inertial term that appears in (19). The existence of this inertial potential has
been verified experimentally by Bonse and Wroblewski [60] using neutron inter-
ferometry. In connection with the problem of the wave function in the accelerated
system – i.e. whether it is ϕ′ or ψ′ – a detailed examination of the experimen-
tal arrangement in [60] reveals that this experiment cannot distinguish between
the two methods that differ by the phase factor given in (60). Specifically, the
interferometer in [60] oscillated in the horizontal plane and the intensity of the
outgoing beam was measured at the inversion points of the oscillation at which
the magnitude of acceleration was maximum but V = 0; therefore, the phase
factor in question was essentially unity. To conclude our discussion, it is inter-
esting to elucidate further the physical origin of this phase factor using classical
mechanics [32].

Under the transformation (56), v = v′ + V (t) and the Lagrangian of a
classical particle L = 1

2mv2 − W , with L(x,v) = L′(x′,v′), becomes L′ =
1
2m(v′ + V )2 − W in the accelerated system. In classical mechanics, there are
two natural and equivalent ways to deal with this Lagrangian. The first method
consists of writing [31]

L′ =
1
2
mv′

2 −ma · x′ −W +
dF

dt
, (62)

where F is given, up to a constant, by

F = mV (t) · x′ +
1
2
m

∫ t

0

V 2(t′)dt′ . (63)

The total temporal derivative in (62) does not affect the classical dynamics
in accordance with the action principle and hence we confine our attention to
L′

1 = 1
2mv′2 − ma · x′ − W . The momentum in this case is p′ = mv′ and the

Hamiltonian is thus given by

H ′
1 =

p′2

2m
+ ma · x′ + W , (64)

which corresponds to the Hamiltonian in the Schrödinger (61). The second
method deals with L′ without subtracting out dF/dt. In this case, the momen-
tum is the invariant canonical momentum p = m(v′ + V ) and the Hamiltonian
is
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H ′ =
p2

2m
− p · V + W , (65)

which corresponds to (58) and the Hamiltonian in the Schrödinger (59).
In classical mechanics, the two methods represent the same dynamics. Quan-

tum mechanically, however, there is a phase difference, which can be easily seen
from the path integral approach. That is,

ψ′(x′, t) = Σe
i
�
S′

, (66)

where S ′ is the classical action,

S ′ =
∫

L′(x′,v′)dt . (67)

It follows from (62) that
S ′ = S ′

1 + F , (68)

where S ′
1 is the action corresponding to L′

1. Using (68) and the fact that

ϕ′(x′, t) = Σe
i
�
S′

1 , (69)

we find
ψ′(x′, t) = e

i
�
Fϕ′(x′, t) , (70)

in agreement with (60).
It would be interesting to devise an experiment of the Bonse-Wroblewski [60]

type that could distinguish between the two methods and hence remove the
phase ambiguity in the treatment of translationally accelerated systems.

10 Discussion

The main observational consequences of Dirac’s equation in noninertial frames
of reference are related to the Sagnac effect, the spin-rotation coupling and the
Bonse-Wroblewski effect. These inertial effects can be further elucidated by in-
terferometry experiments involving matter waves. In particular, a neutron inter-
ferometry experiment has been proposed for the direct measurement of inertial
effect of intrinsic spin. Moreover, neutron interferometry experiments involving
translationally accelerated interferometers may help resolve the phase ambiguity
in the description of the wave function from the standpoint of a translationally
accelerated system.
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Abstract. A summary of some lines of ideas leading to model-independent frame-
works of relativistic quantum field theory is given. It is followed by a discussion of the
Reeh-Schlieder theorem and geometric modular action of Tomita-Takesaki modular
objects associated with the quantum field vacuum state and certain algebras of observ-
ables. The distillability concept, which is significant in specifying useful entanglement
in quantum information theory, is discussed within the setting of general relativistic
quantum field theory.

1 Introduction

About 100 years ago, new insights into the physical world were gained which
at that time had a new quality to them. The new feature was that certain
phenomena could successfully be described by means of concepts which have
little in common with the behavior of physical objects familiar from everyday
experience. The first of these insights we are referring to was Planck’s quantum
hypothesis in his account of black-body radiation. The second was Einstein’s
theory of special relativity. (See, e.g., [45] for a historical presentation of these
developments.)

It took a while – more or less, two decades – until quantum theory reached
the form of (non-relativistic) quantum mechanics which is nowadays taught in
courses at universities. A further step was the combination and unification of
the principles of quantum mechanics and special relativity. The endeavors to
accomplish this step took still longer – and, rigorously speaking, they haven’t
come to an end even today. And the synthesis of quantum mechanics and general
relativity into some form of a quantum theory of gravity lies still well ahead of
us.

The theory unifying the principles of quantum mechanics and special relativ-
ity has come to be called relativistic quantum field theory, or QFT, for short. To
delineate the basic characteristics of QFT, let us recall first the basic features of
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Quantum mechanics, which provides a conceptual foundation for describing
physical processes at small scales (in space and time), and is therefore rele-
vant in the microscopic domain and accounts for the stability of atoms and
molecules. Moreover, its (experimentally testable) predictions are of statis-
tical nature, with the characteristic feature of uncertainty relations.

Special relativity, on the other hand, can be viewed as providing a conceptual
foundation for the description of space and time, relevant in particular in
the context of processes involving very high energies and momenta. Among
its principal features are the absence of preferred inertial frames (observers),
i.e. Poincaré-covariance, the speed of light as maximal velocity of signal
propagation, and matter (mass)-energy equivalence.

The fundamental aspects of both quantum mechanics and special relativity find
a unification in the form of

Quantum field theory, which consequently provides a theoretical framework
for the description of processes with very high energy/momentum ex-
change at very small time/length scales; it is therefore relevant in the sub-
microscopic domain and accounts for the properties and the stability of ele-
mentary particles, predicts annihilation and creation of particles, new types
of charges, anti–charges, PCT and spin–statistics theorems, fluctuations and
long–range correlations.

While this is not the place to give a review of the historical development of QFT
and its interplay with the development of elementary particle physics, involving
also new concepts such as renormalization, internal group symmetries, gauge
theory, spontaneous symmetry breaking, Higgs mechanism etc., there are some
comments to be made at this point about the various sub-branches of QFT and
its status as a physical theory, as well as its status as concerns mathematical
consistency of the framework.

Let us begin by mentioning the by far largest branch of QFT, which we re-
fer to as perturbative QFT. The idea here is to look at concrete quantum field
models, mostly in the form of a Lagrangean for an – initially – classical field
theory model involving certain types of matter and gauge fields. Typically, the
fields interact in some way and this leads to the occurrence of multilinear (poly-
nomial) expressions of the fields in the field equations. One would then like to
have “quantized” solutions of the field equations. It is not a priori clear what
this means, but the pragmatic way to proceed is as follows. One starts with the
interaction-free part of the field equation (neglecting the multilinear, interact-
ing parts of the field equations) and constructs “quantized” solutions for that
in the form of “free” quantum fields – where it is in most of the relevant cases
known what this means. Then one regards the interacting expressions of the
(now quantized, free) fields as a perturbation of the free dynamics, and tries to
construct solutions to the full dynamics by means of a perturbation series in the
parameter specifying the strength of the interaction (the coupling parameter).
At this point there arises the difficulty that the various multilinear expressions
in the fields appearing in the perturbation series are not well defined at the level
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of (free) quantized fields, and that they need to be “renormalized”. If this is
possible systematically to all polynomial orders upon introducing only finitely
many parameters (to be determined experimentally), one calls the quantum field
model under consideration (perturbatively) renormalizable. Once the renormal-
ization parameters are determined experimentally, predictions of the quantum
field model can be compared with experimental data e.g. obtained in scatter-
ing experiments with elementary particles – up to a given order in the coupling
parameter of the perturbation series.

The successes of perturbative quantum field theory in comparison with exper-
iment are truly impressive. The numerical agreement of theoretical predictions
and experimental data is in many cases of the in the range of 8 significant figures
or better, and also properties of particles whose existence was predicted by QFT
prior to observation, like in the case of the W± and Z0 bosons in the electroweak
interactions, are in excellent agreement with experimental findings. (See [34,68]
for the various aspects of perturbative QFT.)

However, from a more fundamental point of view, perturbative QFT is not
fully satisfactory. The perturbation series by which one attempts to approximate
the full interacting quantum field dynamics won’t converge, and then it is un-
clear if there is a solution to the quantized field equations at all. This provokes
the question at which order in the coupling parameter the perturbation series
ought to be truncated to yield acceptable agreement with experiment, and this
question remains so far unanswered within perturbative quantum field theory.
Moreover, the number of renormalization parameters which have to be deter-
mined by experiment and are not derivable within perturbation theory are quite
large for physically realistic quantum field models (of the order of about 20 in
the case of the standard model), and this is regarded as a considerable drawback
as concerns the predictive power of perturbative QFT.

Hence, there clearly is room for approaches to QFT (and elementary particle
physics) other than by perturbative QFT. Let me point out three basic branches.
One idea is that theories such as the standard model are simply not rich enough
and/or do not include all interactions (such as gravity), and that a richer theory
should be considered in the first place (first at the level of a “classical field
theory” then quantized, maybe at the level of perturbative QFT), with the hope
that the richer symmetry structure constrains the amount of free parameters
considerably. Grand unified theories, and string theory, can be seen in this light.

The next branch is constructive quantum field theory, where one attempts to
construct solutions to the quantized, interacting field equations mathematically
rigorously. This branch of QFT is much smaller than those mentioned previously,
but has had quite impressive successes which are partly documented in [27,53].
The mathematical difficulties one is faced with in constructive QFT are immense,
not least by the circumstance that it is often not entirely clear what is actually
meant by a solution to a quantized, interacting field equation (we will soon come
back to this point). Nevertheless, interacting quantum field models have been
rigorously constructed in spacetime dimensions 2 and 3. The case of a rigorous
solution to quantized field equations for models regarded as physically relevant
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remains open in 4 spacetime dimensions and is still an area of active research.
The Clay Institute of Mathematics awards a million dollars for the solution of
this problem. (There is also a branch of QFT which is known as lattice gauge
theory, and which can be placed somewhere between perturbative QFT and
constructive QFT. The interested reader is referred to [44] for more information
about it.)

Finally, there is yet another branch of QFT, commonly called axiomatic
quantum field theory, although this labeling is to some degree misleading. The
basic idea is that one wishes to formulate and analyze the properties which are
thought to be common to all physically realistic quantum field models. This is
on one hand indispensable to make the problem of rigorous construction of in-
teracting quantum field models a mathematically well-defined problem, on the
other hand it is also difficult in the absence of rigorously constructed interacting
quantum field models in 4 spacetime dimensions as a guidance. To begin with,
the task is to find a mathematical structure which encodes the basic principles
of quantum mechanics and special relativity, and which subsumes the known
rigorously constructed quantum field models where these principles are imple-
mented (e.g. for free quantum fields, or for interacting quantum fields in lower
spacetime dimension). This task was taken up initially by Wightman and oth-
ers (see [8, 37, 60]) from a point of view involving mainly distribution theory,
and by Haag and Kastler [28, 29] using the mathematical theory of operator
algebras. Seen from a mathematician’s perspective, the latter approach turned
out to be more fruitful. In fact, there are many rigorous and deep results about
the mathematical structure of (model-independent) quantum field theory in the
operator algebraic framework. The reader might like to consult [1, 3, 28] for a
comprehensive review.

The present contribution is, in fact, placed within the framework of axiomatic
QFT. In the next section, we will sketch how one can combine the principles of
quantum mechanics and of special relativity in a mathematical structure which
more or less is “common to all quantum field models”. Then we will present
the “Reeh–Schlieder–theorem” and discuss some of aspects of it. The Reeh–
Schlieder–theorem is a strong mathematical statement about the ubiquity and
complexity of vacuum fluctuations in quantum field theory, regardless of the
particular quantum field theoretical model considered: It is a consequence of
first principles such as locality (causal propagation), stability of the vacuum, and
covariance. Then we will discuss a mathematical structure arising in connection
with the Reeh-Schlieder-theorem: Geometric modular action. While discovered
already in 1975 by Bisognano and Wichmann [7], this mathematical structure has
in the recent years given rise to many new insights into quantum field field theory
which we will briefly discuss. In a sense, it unifies the mathematical domains
of quantum mechanics – operator algebras – and of special relativity – affine
geometry – completely. Moreover, it opens very interesting new perspectives.

We will then proceed to another topic where the Reeh-Schlieder-theorem
plays again a prominent role: In discussing aspects of entanglement in the frame-
work of relativistic QFT. This part of the present contribution is essentially a
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summary of parts of a recent joint work with R. Werner [67]. We will present a
variant of the distillability concept of bipartite systems in quantum field theory.
Furthermore, we will quote our result stating that the vacuum state (as well as
any relativistic thermal equilibrium state) is distillable over arbitrary spacelike
distances.

Taking up a line of thought mentioned at the very beginning of this introduc-
tion, we should like to point out that also in the realm of phenomena described
by quantum field theory one encounters theoretical propositions which at first
sight appear implausible because of their highly counterintuitive character. The
Reeh–Schlieder–theorem serves as an example, as well as distillability of the vac-
uum state. However, careful statement of the concepts and careful analysis of
their consequences, together with proper use of adequate mathematical methods,
will bring us closer to an understanding of these novel situations and, ultimately,
their experimental testing. Thus, we will need to collect also some mathematical
concepts and results which are not necessarily in every theoretical physicist’s
toolbox. Nevertheless, we have tried to keep the amount of formalities at a min-
imum and to make this contribution as self-contained as possible, hoping that
everyone familiar with quantum mechanics, special relativity and the rudiments
of quantum field theory will be able to follow this contribution without undue
strain.

2 From Quantum Mechanics and Special Relativity
to Quantum Field Theory

Let us once more recall the basic features of quantum mechanics, this time at
a more formal level. The theory of quantum mechanics says that a quantum
mechanical system is described by:

� H : a Hilbert space
� R ⊂ B(H) : a ∗-algebra of operators, where:

– A = A∗ ∈ R is interpreted as an observable
– For ψ ∈ H with ||ψ|| = 1, the quantity

〈A〉ψ = 〈ψ,Aψ〉

is interpreted as the expectation value of the observable A in the state
given by ψ. More generally: For ρ = trace-class operator on H with ρ ≥ 0,
trace(ρ) = 1, we interpret 〈A〉ρ = trace(ρA) as expectation value of A in
the state given by ρ.

We need to explain some notation and terminology appearing here. First
note that by Hilbert space we mean a complex-linear Hilbert space. The scalar
product of two vectors ψ, φ ∈ H is denoted 〈ψ, φ〉, and ||ψ||2 = 〈ψ,ψ〉. By B(H)
we denote the set of all bounded linear operators A : H → H. A subset R of
B(H) (which may, but need not, coincide with B(H)) is a ∗-algebra if, given
A and B in R and λ, µ ∈ C, the operators λA + µB, AB and A∗ are again
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contained in R, where A∗ is the adjoint operator. Hence, a quantum mechanical
system is described by specifying its state Hilbert space H and its algebra of
observables R.

There are a few remarks to be made:

(2.1) One might take the point of view that the description of a quantum me-
chanical system requires also the specification of dynamics, e.g. in the
form of a Hamiltonian operator H acting in H. Furthermore, one may
also require that the quantum system admits states of lowest energy for
H (“ground states”) [or that the spectrum of H is bounded below], or
thermal equilibrium states, since the sudden decay of matter which would
otherwise occur (for quantum systems not having these properties) is not
observed in real systems. We shall ignore aspects of dynamics for the mo-
ment, but will come back to this point later in the discussion of quantum
field theory.

(2.2) It is tacitly assumed that R is non-abelian, i.e. that AB �= BA holds for
some A and B in R, as otherwise there are no uncertainty relations which
are characteristic of quantum theory.

(2.3) One may wonder if the setting presented here is general enough since
R contains only bound operators, while in quantum mechanics of single
particles observables like position or momentum are represented by un-
bounded operators as a consequence of the canonical commutation rela-
tions. Employing the functional calculus, however, one may pass e.g. from
the unbounded operator P representing the observable “momentum” to
the bounded operator f(P ), which is bounded when f is a bounded real
function on R, and which represents the observable “f(momentum)”. This
shows that it is in general no loss of physical information to work only with
bound operators as observables; moreover, unbounded operators can be re-
garded as suitable limits of sequences of bounded operators. Working with
bounded operators has considerable advantages as far as the mathemat-
ical analysis is concerned, since subtle domain problems that plague the
rigorous manipulation of unbounded operators are avoided.

(2.4) One may also wonder why we have not simply taken R = B(H), the
standard case in quantum mechanics of a single particle. The reason is that
we would like to allow greater flexibility, making it possible to consider also
subsystems of a larger, ambient system. An example, occurring often in
quantum information theory, is the case H = H1⊗H2 with R = B(H1)⊗1
modeling a subsystem of the full system whose algebra of observables is
given by B(H1 ⊗ H2) � B(H1) ⊗ B(H2). We will encounter a similar
situation later. In discussions of model-independent properties of quantum
field theories, R often means the algebra of observables measurable – and
in this sense, localized – in a proper subregion of Minkowski spacetime, as
we will discuss below.

Having thus collected the basics of the formal framework of quantum me-
chanics, we turn now to special relativity. We will be very brief in recalling its
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basic formal ingredients. The theory of special relativity states that all physical
events can be collected in a catalogue which has the structure of a 4–dimensional
affine space M , where each point in M represents a (possible) event. There is a
metric η of Lorentzian signature on M ; that is, one can choose identifications of
M with R

4 in such a way that, with respect to the standard coordinates of R
4,

η is represented by the diagonal matrix diag(1,−1,−1,−1). The choice of such
an identification is also referred to as fixing of an inertial frame. With respect to
a fixing of an inertial frame (inducing an orientation an a time–orientation), one
can introduce the proper orthochronous Poincaré group P

↑
+, which is the unit

connected component of the full Poincaré group P, defined as the group of all
invertible affine transformations of M leaving η invariant. We assume from now
on that an inertial frame has been fixed. Any L ∈ P (or P

↑
+) decomposes as a

semidirect product of Λ ∈ L (or L
↑
+), the Lorentz group (or its unit connected

component) and a ∈ T ≡ R
4, the group of translations, according to

Lx = (Λ, a)x = Λx + a , x ∈ M ≡ R
4 .

The reader is referred to the contribution by D. Giulini in this volume for a
full discussion of special relativity, Minkowski spacetime and the Poincaré group
(alternatively, see e.g. [59]).

The theory of special relativity states that the description of a physical sys-
tem is equivalent for all inertial observers, i.e. in arbitrary inertial frames. Put
differently, the description of physical processes should be covariant with respect
to proper, orthochronous Poincaré transformations. More formally, this means:

Suppose a quantum system is modeled by (R,H). Let ρ be a density
matrix and A an observable with respect to a given inertial frame. If L ∈
P

↑
+, then there corresponds, with respect to the L-transformed inertial

frame, a density matrix ρL and observable AL to ρ and A, respectively,
such that

〈AL〉ρL
= 〈A〉ρ . (1)

One can add some mathematical precision, requiring that the maps taking A to
AL and ρ to ρL are one–to–one and onto, i.e. bijective. Following Wigner, one
may think of elementary systems where R = B(H), and then one can conclude:

There is a unitary representation

P̃
↑
+ + L̃ �→ Ũ(L̃)

of the universal covering group of P
↑
+ on H, such that

AL = Ũ(L̃)AŨ(L̃)∗ , ρL = Ũ(L̃)ρŨ(L̃)∗ ,

where P̃
↑
+ + L̃ �→ L ∈ P

↑
+ is the canonical projection. Moreover, if

suitable assumptions about the continuity of the maps A �→ AL, ρ �→ ρL
are made – and we tacitly make this assumption – then one can conclude
that the unitaries Ũ(L̃) depend continuously on L̃.
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This result is known as the Wigner–Bargmann–theorem, which actually holds
under somewhat weaker assumptions than expressed in (1); it is sufficient to
consider as observables 1–dimensional projections A = |ψ〉〈ψ| and likewise, 1–
dimensional projections ρ = |φ〉〈φ| as density matrices, and to replace (1) by the
weaker requirement

|〈AL〉ρL
| = |〈A〉ρ| .

We refer to the original articles by Wigner [70] and Bargmann [2] and to [28,55,
60] for considerable further discussion.

The Wigner–Bargmann–theorem states that, in the case of an (elementary)
quantum system compatible with the covariance principle of special relativity,
the state Hilbert space H carries a unitary representation of P̃

↑
+, the universal

covering group of the proper orthochronous Poincaré group, implementing the
change of inertial frames. The appearance of a unitary representation of the
universal covering group instead of the proper orthochronous Poincaré group
itself is due to the fact that (1) fixes only a unitary representation of P

↑
+ up

to a phase, but this can be lifted to a proper unitary representation of P̃
↑
+.

The significance of this was clarified by Wigner’s analysis of the irreducible
unitary representations of P̃

↑
+ having positive energy, thereby making the term

“elementary system” precise. The Hilbert spaces supporting these irreducible
unitary representations (“one–particle spaces”) correspond to spaces of solutions
of linear wave equations, like the Klein–Gordon, Dirac or Maxwell equations in
the simplest cases. The mass and the spin (or helicity) of these wave equations
is a distinguishing label for the irreducible unitary representations of P̃

↑
+.

Wigner’s analysis reveals some structural elements of quantum mechanical
systems compatible with the principles of special relativity, but not all, in par-
ticular the aspect of a “quantized field” hasn’t appeared yet. To see how this
aspect comes into play, one usually takes a complementary route: Consider a
typical P

↑
+–covariant classical system; i.e. a classical field subject to a linear

wave-equation. The electromagnetic field provides the prime and archetypical
example, but let us consider here a much simpler example, the scalar Klein-
Gordon field ϕ(x), x ∈ M ≡ R

4, obeying the following equation of motion:
(
ηµν

∂

∂xµ
∂

∂xν
+ m2

)
ϕ(x) = 0

where m ≥ 0 is a constant. Such a classical field can be viewed as a Hamiltonian
system with infinitely many degrees of freedom, and one may therefore try and
quantize it by regarding it as a “limit” of a Hamiltonian system with N degrees
of freedom as N → ∞, and taking as its quantized version the “limit” of the
quantized systems with N degrees of freedom as N → ∞. In the case of the Klein-
Gordon field, the classical field ϕ(x0,x), x = (x0,x) ∈ R×R

3, at time-coordinate
x0 (with respect to an arbitrary but fixed inertial frame) can be approximated
by a discrete lattice of coupled harmonic oscillators with canonical coordinates
qλµν(x0) at the lattice site
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x(λ, µ, ν) = a




λ
µ
ν



 ∈ R
3 , λ, µ, ν ∈ Z , |λ|, |µ|, |ν| ≤ 1

a2
,

where a > 0 is the lattice spacing. To the discrete lattice system one can associate
the quantum system of coupled harmonic oscillators (at lattice spacing a, there
are N ∼ 1/a6 of them), where the canonical classical coordinates qλµν(x0) and
conjugate momenta pλµν(x0) become operators Qλµν(x0) and Pλµν(x0) obeying
the canonical commutation relations. In the limit as a → 0 and N → ∞, one
obtains for each f, h ∈ C∞

0 (R3) the field operators

Φ(x0, f) = lim
a→0, N→∞

∑

λ,µ,ν

Qλµν(x0)f(x(λ, µ, ν))a3 ,

Π(x0, f) = lim
a→0, N→∞

∑

λ,µ,ν

Pλµν(x0)f(x(λ, µ, ν)) .

For a detailed discussion of this construction, cf. [33]. To summarize, we find
the following formal correspondences (where we use the shorthand j or � for the
index triple λµν, and occasionally drop the time–argument x0):

Classical Mechanics Quantum Mechanics

Phase-space fncts Operators
q1, . . . , qk, p1, . . . , qk Q1, . . . , Qk, P1, . . . , Pk

Poisson brackets: Commutators:
{qj , p�} = δj� [Qj , P�] = i�δj�

Classical Field Theory Quantum Field Theory

field can. conj. momentum
ϕ(x0,x) π(x0,x)

ϕ(x0, f) =
∫
d3x f(x)ϕ(x0,x) Φ(x0, f) , Π(x0, h): operators in H

f ∈ C∞
0 (R3)

Approximation∑
j qj(x

0)f(x(j))a3 →
∫
d3xϕ(x0,x)

⇒ Poisson brackets: Commutators:
{ϕ(x0, f), π(x0, h)} =

∫
d3x f(x)h(x) [Φ(x0, f),Π(x0, h)] = i�

∫
d3x f(x)h(x)

So far we have introduced field operators Φ(x0, f) and their canonically con-
jugate momenta Π(x0, h), at fixed inertial frame–coordinate time x0. They are
“smeared” against the spatial argument x with test-functions f and h in C0(R3).
Without smearing, the density-like quantities Φ(x0,x) and Π(x0,x) cannot be
interpreted as operators on a Hilbert space as a consequence of the canonical
commutation relations – the entry in the lower right corner of the just tabled
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scheme – but only as quadratic forms. This is due to the distributional charac-
ter of the Φ(x0,x) and Π(x0,x), whence the equal-time canonical commutation
relations are often written in the form

[Φ(x0,x),Π(x0,x′)] = i�δ(x − x′) .

It is quite useful to introduce, for test-functions F ∈ C∞
0 (R4) distributed over

open subsets of Minkowski spacetime, the field operators

Φ(F ) =
∫

d4xF (x0,x)Φ(x0,x) =
∫

dx0 Φ(x0, fx0) , fx0(x) = F (x0,x) .

These field operators can be rigorously interpreted as unbounded (and for real-
valued F , selfadjoint) operators on a suitable domain of a Hilbert space H which
arises as the bosonic Fock space over the one–particle space of solutions to the
Klein–Gordon equation with positive energy. This one–particle space carries an
irreducible, unitary representation of P̃

↑
+, which lifts to a unitary representation

of P̃
↑
+ on H. Let us denote this representation by U , since it is actually a rep-

resentation of P
↑
+ in this case, as for every linear field equation of integer spin.

Then one finds that covariance holds in the form of

U(L)Φ(F )U(L)∗ = Φ(F ◦ L−1) , L ∈ P
↑
+, F ∈ C∞

0 (R4) ;

moreover, one also has

Φ

((
ηµν

∂

∂xµ
∂

∂xν
+ m2

)
F

)
= 0 , F ∈ C∞

0 (R4) , (2)

and there holds also the covariant form of the canonical commutation relations,

[Φ(F1), Φ(F2)] = i�G(F1, F2) , F1, F2 ∈ C∞
0 (R4) , (3)

with the “causal Green’s function”

G(F1, F2) = Im
∫

R3

d3p

ω(p)
F̃1(ω(p),−p)F̃2(ω(p),−p)

ω(p) =
√

p2 + m2 , F̃ = Fourier-transform of F

which vanishes whenever the supports of F1 and F2 are causally separated.
We shall not elaborate on the mathematical details related to the Fock space

operators Φ(F ) since this is all well–documented in the literature (see, e.g., [8,49].
Rather we should make the remark at this point that the properties of the
operators Φ(F ), interpreted as Fock space operators, may serve as a blue-print
of a general concept of a (in this case, scalar) “quantum field”, as soon as they
are abstracted from properties pertaining to the model of the Klein-Gordon field,
i.e., the equation of motion (2). The ensuing conceptual framework for a general
scalar quantum field are represented by the “Wightman axioms”, which we list
now, not paying too much attention to full mathematical rigor (see [8,37,60] for
a more detailed exposition of these matters).
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i) ∃ a Hilbert space H with a dense domain D ⊂ H, so that all Φ(F ) are
well-defined operators on D, and Φ(F )∗ = Φ(F )

ii) F �→ Φ(F ) is complex linear and suitably continuous
iii) Covariance: There is on H a unitary representation

P
↑
+ + L �→ U(L), with U(L)D ⊂ D, so that

U(L)Φ(F )U(L)∗ = Φ(F ◦ L−1) ( Φ(x)L = Φ(L(x)) )

iv) Locality, or relativistic causality:
If the supports of the test-function F1 and F2 are causally separated, the
corresponding field operators commute:

[Φ(F1), Φ(F2)] = 0

v) Spectrum condition/positivity of the total energy:
Writing U(1, a) = eiPµa

µ

, it holds (in the sense of expectation values) that

P 2
0 − P 2

1 − P 2
2 − P 2

3 ≥ 0 , P0 ≥ 0

vi) Existence (and uniqueness) of the vacuum:
∃ Ω ∈ D, ||Ω|| = 1, so that U(L)Ω = Ω and this vector is uniquely
determined up to a phase factor.

vii) Cyclicity of the vacuum:
The domain D is spanned by vectors of the form

Ω, Φ(F )Ω, Φ(F1)Φ(F2)Ω, . . . , Φ(F1) · · ·Φ(Fn)Ω, . . .

As indicated above, the just given collection of conditions tries to capture the
essential properties of a “quantum field”. We notice that, compared to the prop-
erties of the Klein–Gordon field, the commutation relations (3) have been gener-
alized to the condition of spacelike commutativity, and the reference to a specific
field equation has been dropped. Spacelike commutativity says that there should
be no uncertainty relations between observables measured at causal separation
from each other, and thus gives expression to the principle that there is no oper-
ational signal propagation faster than the speed of light. It should be remarked
here that there is no difficulty in generalizing the above stated conditions to
fields of general spinor- or tensor-type [8,37,60]. The basic difference is that for
fields of half-integer spin, spacelike commutativity of the field operators must
be replaced by spacelike anti-commutativity in order to ensure consistency with
the other conditions: This is, basically, the content of the spin-statistics theo-
rem. In this sense, a field carrying half-integer spin does not have the character
of an observable – typically, it also transforms non-trivially under gauge trans-
formations. Observable quantities, and related quantum field operators fulfilling
spacelike commutation relations, can be built from half–integer spin quantum
fields by forming suitable bilinear expressions in those fields. Once more, we
must refer to the literature for a fuller discussion of these matters [8].
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Furthermore, it is worth noting that the type of Poincaré covariance iii),
implemented by a unitary representation of P

↑
+, makes an explicit appearance

here, completely in the spirit of the Wigner-Bargmann theorem. (For fields of
half–integer spin type, this must be replaced by a unitary representation of P̃

↑
+,

in keeping with the circumstance that such fields are not directly observable.)
Some new aspect appears here which we have already alluded to in remark

(2.1) and which made an implicit appearance elsewhere when we referred to
irreducible unitary representations of P̃

↑
+ having positive energy. This is the

aspect that the time–translations which the unitary representation Ũ of P̃
↑
+

implements on the Hilbert space H are interpreted also as dynamical evolutions
of the system, and that these dynamical evolutions be stable in the sense that
their corresponding energy is always non-negative and that there should be a
common state of lowest energy, the vacuum state. This state is “void of stable
particles” but, as we shall see later, not void of correlations, and these have
actually a rich structure.

It is the subtle interplay of dynamical stability in the form of the spectrum
condition together with locality (or spacelike anti–commutativity in the case of
quantum fields carrying half-integer spin) which is responsible for this richness.
The condition of cyclicity is mainly made for mathematical convenience; it says
that all state vectors of the theory can be approximated by applying polynomials
of all field operators on the vacuum. In case of the presence of a vacuum vector,
this property could be sharpened to irreducibility, i.e. that already all observables
can be approximated by polynomials in the field operators. This is actually
equivalent to clustering of vacuum expectation values [8, 37, 60]. However, in a
more general situation where there is no vacuum state for all time–evolutions
(time-shifts), but e.g., a thermal equilibrium state, irreducibility doesn’t hold in
general.

While the Wightman framework captures apparently many essential aspects
of (observable) quantum fields and is so far not in obvious conflict with experi-
ences gained in constructive quantum field theory, there are some points which
lead one to trade this framework for a still more abstract approach. Let me try to
illustrate some of these points. The first is of a more technical nature: In handling
the – in general – unbounded field operators Φ(F ), subtle domain questions come
into play whose physical significance is often not entirely clear. More seriously,
it might happen that the field operators Φ(F ) do not correspond to directly
observable quantities, and then it is doubtful why they should be regarded as
the basic objects of the formal description of a physical theory, at least from an
operational point of view. Somehow related to this shortcoming, the Φ(F ) aren’t
invariants of the experimentally accessible quantities in the following sense: In
general, one can find for a given Wightman field F �→ Φ(F ) other Wightman
fields F �→ Φ̃(F ), subject to different field equations and commutation relations,
which yield the same S–matrix as the field F �→ Φ(F ) ([10], see also [51] for
a more recent instance of this fact). Apart from that, gauge–carrying quantum
fields do not fit completely into the framework. Assuming them to be local fields
in the same sense as described above often leads to difficulties with Hilbert space
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positivity, as e.g. in quantizing free electrodynamics. This difficulty can be cured
symptomatically by allowing H to carry an inner product that is not positive
definite [8]. However, such a complication makes technical issues, such as domain
questions, even much worse.

Hence, there is considerable motivation to base the description of a relativistic
quantum system on observable quantities and to abandon the mainly classically
inspired concept of (a quantized version of) a field. In the case that F �→ Φ(F ) is
an observable quantum field, one can pass to a description of this system which
emphasizes the localization of observables in space and time rather than their
arrangement into “field strengths”: One can form, for each open subset O of
Minkowski spacetime M ≡ R

4, a ∗–algebra of bounded operators

R(O) = {∗-algebra generated by all A = f(Φ(F )) ,
f : R → R bounded , F = F has support in O} (4)

The properties that one finds for the family of ∗–algebras R(O), O ranging
over the bounded subsets of R

4, form the conditions of the operator algebraic
approach to general quantum field theories according to Haag and Kastler [28,
29]. These conditions read as follows.

a) Isotony: O1 ⊂ O2 ⇒ R(O1) ⊂ R(O2).
b) Covariance: A ∈ R(O) ⇔ U(L)AU(L)∗ ∈ R(L(O)),

or U(L)R(O)U(L)∗ = R(L(O)).
c) Locality: If the space–time regions O1 and O2 are causally separated, then

the corresponding operator algebras R(O1) and R(O2) commute elementwise:

A ∈ R(O1) , B ∈ R(O2) ⇒ [A,B] = 0

d) Spectrum condition and existence of the vacuum: As before in v) and
vi), see page 143.

e) Cyclicity of the vacuum: {AΩ : A ∈
⋃
OR(O)} is dense in H.

f) Weak additivity: If
⋃
iOi contains O, then the algebra generated by the

R(Oi) contains R(O).

We should emphasize that, adopting this framework as basis for a description
of a special relativistic quantum system, the crucial structural ingredient is the
assignment of not just a single operator algebra to the system but of operator
algebras R(O) to the individual sub-regions O of Minkowski spacetime. Each
R(O) is generated by the observables which can be measured at times and loca-
tions in O, and therefore one refers to the observables in R(O) as those localized
in O, and to the R(O) as local observable algebras. If actually there is a quantum
field F �→ Φ(F ) generating the local observable algebras as in (4), then one may
view it as a “coordinatization” of the family {R(O)}O⊂M , the latter being the
“invariant” object, in analogy to a manifold built up from coordinate systems.

A set of data ({R(O)}O⊂M , U,Ω) fulfilling the conditions just listed is called
a quantum field theory in vacuum representation. One can consider other rep-
resentations of a quantum field theory, e.g. thermal representations, where the
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spectrum condition imposed on U and the vacuum vector condition imposed on
Ω are replaced by the condition that the state 〈Ω| . |Ω〉 be a thermal equilibrium
state. We will encounter such a situation later.

The reader might wonder at this point how charge carrying quantum fields
fit into this operator algebraic version of quantum field theory where up to
now only observable quantities have been mentioned. The answer is that charge
carrying field operators arise in connection with yet other Hilbert space represen-
tations of the quantum field field theory, i.e., of the family of operator algebras
{R(O)}O⊂M . States in these Hilbert space representations cannot be coherently
superposed with any state in the vacuum representation. These charged represen-
tations are therefore called superselection sectors. The analysis of superselection
sectors and the full reconstruction of a compact gauge group and of associated
charge carrying quantum field operators from the structure of superselection
sectors can be regarded as being one of the greatest achievements in axiomatic
quantum field theory so far, but we shall not pause to explore these matters and
refer the reader to [21,28,54] for further information.

It should be pointed out that all quantum fields obeying linear equations of
motion provide examples for the operator algebraic framework, by the relation
(4) [for integer spin fields; for half–integer spin fields, one must instead define
R(O) by first constructing suitable bilinear expressions in the fields]. Moreover,
there are examples of interacting quantum fields in 2 and 3 spacetime dimensions
and these are compatible with the operator algebraic framework via (4).

The interplay between the spectrum condition and locality puts non–trivial
constraints on quantum field theories and leads to interesting general results
about their structure. Prime examples are the PCT theorem, the spin–statistics
relation (cf. [8,28,60]) and geometric modular action. About the latter, perhaps
less familiar, but highly fascinating issue we have more to report in the following
section.

3 The Reeh–Schlieder–Theorem
and Geometric Modular Action

In 1961, Helmut Reeh and Siegfried Schlieder showed that the conditions for
a quantum field theory of Wightman type, given above, lead to a remarkable
consequence [50]. Namely, let O be any non–void open region in Minkowski
spacetime, and denote by P(O) the ∗–algebra generated by all quantum field
operators Φ(F ) where the test–functions are supported in O. Then the set of
vectors P(O)Ω, Ω denoting the vacuum vector, is dense in the Hilbert space H.
In other words, given an arbitrary vector ψ ∈ H, and ε > 0, there is a polynomial

λ01 +
∑

j,kj≤N
Φ(F1,j) · · ·Φ(Fkj ,j) (5)

in the field operators, with λ0 ∈ C and F�,j ∈ C∞
0 (O), such that

||ψ − (λ01 +
∑

j,kj≤N
Φ(F1,j) · · ·Φ(Fkj ,j))Ω || < ε . (6)
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In the operator algebraic setting of Haag and Kastler, the analogous property
states that the set of vectors R(O)Ω = {AΩ : A ∈ R(O)} is dense in H whenever
O is a non-void open set in M ; equivalently, given ψ ∈ H and ε > 0, there is
some A ∈ R(O) fulfilling

||ψ −AΩ || < ε . (7)

This result by Reeh and Schlieder appears entirely counter–intuitive since it
says that every state of the theory can be approximated to arbitrary precision
by acting with operators (operations) localized in any arbitrarily given spacetime
region on the vacuum. To state it in a rather more drastic and provocative way
(which I learned from Reinhard Werner): By acting on the vacuum with suitable
operations in a terrestrial laboratory, an experimenter can create the Taj Mahal
on (or even behind) the Moon!

One might thus be truly concerned that this unusual behavior of relativistic
quantum field theory potentially entails superluminal signaling. However, despite
the fact that such propositions have been made, this is not the case (see [17,32,56]
for some clarifying discussions). We will also turn to aspects of this below in
Sect. 4. A crucial point is that the operator A = Aε in (7) depends on ε (and
likewise, the polynomial (5) in (6) depends on ε), and while ||AεΩ|| will be
bounded (in fact, close to 1) for arbitrarily small ε (as follows from (7)), it will
in general (in particular, with our drastic Taj Mahal illustration) be the case
that Aε doesn’t stay bounded as ε → 0, in other words, ||Aε|| diverges as ε tends
to 0.

In keeping with the standard operational interpretation of quantum theory
[41], ||Aε||/||AεΩ|| is to be viewed as the ratio of cost vs. effect in the attempt
to create a given state (Taj Mahal on the Moon) by local operations (in a
laboratory on Earth, say) [28]. In other words, upon testing for coincidence
with the “Taj Mahal state ψ”, it takes on average an ensemble of ||Aε||/||AεΩ||
samples failing in the coincidence test to find a single successful coincidence.
And in our illustration, the ratio ||Aε||/||AεΩ|| will be an enormous number. A
rough estimate can be based on the decay of vacuum correlations in quantum
field theory. The order of magnitude of that decay is approximately given by
e−d/λc , where d denotes the spatial distance of the correlations and λc is the
Compton wave length of the stable particles under consideration; then 1/e−d/λc

is a rough measure for ||Aε||/||AεΩ|| (when ε is very small compared to 1).
Taking for instance electrons as stable particles, and the distance Earth–Moon
for d, one obtains an order of magnitude of about 10−1020

for e−d/λc . This shows
that one can hardly construe a contradiction to special relativity on account of
the Reeh–Schlieder–theorem.

Nevertheless, for distances that are comparable to the Compton wavelength,
the Reeh–Schlieder–theorem does predict a behavior of the correlations in the
vacuum state which is in principle experimentally testable, and is of truly quan-
tum nature in the sense that they entail quantum entanglement over subsystems,
as will be seen later in Sect. 4.

We will complement the previous discussion by a couple of remarks.
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(3.1) The mathematical cause for the Reeh-Schlieder theorem lies in the spec-
trum condition, which entails that, for each ψ in the Hilbert space of a
quantum field theory’s vacuum representation, the function

(a1, . . . , an) �→ 〈ψ,U(a1)A1U(a2)A2 · · ·U(an)AnΩ〉, Aj ∈ R(O), aj ∈ R
4 ,

(8)
is the continuous boundary value of a function which is analytic in a conical
subregion of C

4n. Hence, if the expression (8) vanishes when the aj are in
an arbitrarily small open subset of R

4, then it vanishes for all aj ∈ R
4.

Together with weak additivity one can conclude from this that any vector
ψ which is orthogonal to R(O)Ω is actually orthogonal to

⋃
OR(O)Ω and

hence, by cyclicity of the vacuum vector, ψ must be equal to 0.
(3.2) There are many other state vectors ξ ∈ H besides the vacuum vector for

which the Reeh-Schlieder theorem holds as well, i.e. for which R(O)ξ =
{Aξ : A ∈ R(O)} is a dense subset of H whenever O ⊂ M is open and
non-void. In fact, one can show that there is a dense subset X of H so
that every ξ ∈ X has the property that R(O)ξ is dense in H as soon as
O ⊂ M is a non-void open set [20]. Now, every element ξ ∈ X (assumed
to be normalized) induces a state (expectation value functional)

ωξ(A) = 〈ξ,Aξ〉 , A ∈ R(R4) ,

and owing to the Reeh-Schlieder property of the vectors ξ ∈ X , ωξ will
have long-range correlations, meaning that generically

ωξ(AB) �= ωξ(A)ωξ(B)

for A ∈ R(OA) and B ∈ R(OB) even if the spacetime regions OA and
OB are separated by an arbitrarily large spacelike distance. However, even
though the set of vectors ξ inducing such long-range correlations is dense
in the set of all state vectors in H, there are in general also very many un-
correlated states. In fact, under very general conditions it could be shown
that, as soon as a pair of (finitely extended) spacetime regions OA and
OB separated by a non-zero spacelike distance is given, together with a
pair of vectors ξA and ξB in H inducing states ωξA and ωξB on the local
observable algebras R(OA) and R(OB), respectively, there is a state vector
η ∈ H inducing a state ωη on R(R4) with the property

ωη(AB) = ωξA(A)ωξB(B) , A ∈ R(OA), B ∈ R(OB) .

That is to say, in restriction to the algebra of observables associated to
the region OA ∪ OB the state ωη coincides with the (prescribed) product
state induced by the pair of states ωξA and ωξB which has no correlations
between the subsystems R(OA) and R(OB). We should like to refer the
reader to [16,64] for considerable discussion on this issue.

(3.3) There are states ξ ∈ X for which the Reeh-Schlieder correlations are much
stronger that in the vacuum Ω, and in such states the correlations are
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sufficiently strong so that they can be used for quantum teleportation
over macroscopic distances as has been demonstrated experimentally [26].
While this is perhaps intuitively less surprising than for the case of the
vacuum state since the states ξ have some “material content” to which
one could ascribe the storage of correlation information, it should be kept
in mind that also here the correlations are non-classical, i.e. they manifestly
exemplify quantum entanglement.

(3.4) In the Haag-Kastler setting, local commutativity and the Reeh-Schlieder
theorem together imply that any local operator A ∈ R(O), O open and
bounded, which annihilates the vacuum: AΩ = 0, must in fact be equal to
the zero operator, A = 0. As a consequence, for the vacuum vector Ω (as
well as for any other ξ ∈ X having the Reeh-Schlieder property) it holds
that

〈Ω,A∗AΩ〉 > 0

for all A ∈ R(O) with A �= 0, O open and bounded. This may be inter-
preted as the generic presence of vacuum fluctuations; every local counting
instrument will give a non–zero expectation value in the vacuum state.
This is, actually, a situation where relativistic quantum field theory de-
viates from quantum mechanics. (Quantum mechanics needs to postulate
the existence of fluctuations as e.g. in the semiclassical theory of radiation
to account for spontaneous emission.)
A related mathematical argument shows that quantities like the energy
density will fail to be pointwise positive in the quantum field setting, in
contrast to their classical behavior. Yet, the spectrum condition puts lim-
itations to the failure of positivity. For this circle of questions, we recom-
mend that the reader consults the review article [24].

Now, in order to turn to the discussion of “geometric modular action”, we need to
introduce some notation. We consider a generic von Neumann algebra R acting
on a Hilbert space H, together with a unit vector Ω ∈ H which is assumed to
be cyclic and separating for R. To explain the terminology, R is a von Neumann
algebra acting on H if R is a weakly closed (in the sense of convergence of
expectation values) ∗-subalgebra of B(H) containing the unit operator. One can
show that this is equivalent to the property that R coincides with its double
commutant R′′, where the commutant C′ of a subset C of B(H) is defined as
C′ = {B ∈ B(H) : BC = CB ∀ C ∈ C}, and the double commutant is then
defined by C′′ = (C′)′. One says that Ω ∈ H is cyclic for R if RΩ is dense
in H – in view of our previous discussion, this is the same as saying that the
Reeh-Schlieder property holds for Ω, with respect to the algebra R. Moreover,
one says that Ω is separating for R if A ∈ R and AΩ = 0 imply A = 0, and this
is equivalent to 〈Ω,A∗AΩ〉 > 0 for all A ∈ R different from 0. One can in fact
show that Ω is cyclic for R if and only if Ω is separating for R′, and vice versa.

Given a von Neumann algebra R on a Hilbert space H and a cyclic and
separating unit vector, Ω ∈ H, for R, there is a canonical anti-linear operator

S : RΩ → RΩ , AΩ �→ S(AΩ) := A∗Ω
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associated with these data. By cyclicity of Ω for R, the set RΩ = {AΩ : A ∈ R}
is a dense linear subspace of H, so the operator is densely defined; furthermore,
to assign the value A∗Ω to the vector AΩ in the domain of S is a well–defined
procedure in view of the assumption that Ω is separating for R. The anti–
linearity of S is then fairly obvious. What is less obvious is the circumstance
that the operator S is usually unbounded (provided H is infinite–dimensional).
Nevertheless, one can show that S is a closable operator and thus the closure of
S (which we denote here again by S) possesses a polar decomposition, i.e. there
is a unique pair of operators J and ∆ so that S can be written as

S = J∆1/2

and where J : H → H is anti-linear and fulfills J2 = 1 while ∆ = S∗S is
positive (and selfadjoint on a suitable domain, and usually unbounded). This is
nothing but the usual polar decompositon of a closable operator, with the slight
complication that the operator S is, by definition, anti-linear instead of linear.
See, e.g., [11] for further information.

The operators J and ∆ are called the modular conjugation, and modular op-
erator, respectively, corresponding to the pair R, Ω. Often, J and ∆ are also
referred to as the modular objects of R, Ω. Their properties have been investi-
gated by the mathematicians Tomita and Takesaki and hence they appear also
under the name Tomita–Takesaki modular objects. The important properties of
J and ∆ which were discovered by Tomita and Takesaki (see, e.g., [9, 11, 65]
for a full survey of the mathematical statements which we make in what fol-
lows) are, first, that the adjoint action of J maps R onto its commutant R′:
A ∈ R ⇔ JAJ ∈ R′. This is written in shorter notation as JRJ = R′. One
also has that JΩ = Ω. Secondly, since ∆ is an invertible non-negative selfadjoint
operator, ln(∆) can be defined as a selfadjoint operator by the functional cal-
culus, and hence one can define a one–parametric unitary group ∆it = eitln(∆),
t ∈ R, on H, called the modular group of R and Ω. It has the property that
its adjoint action leaves R invariant, i.e. A ∈ R ⇔ ∆itA∆−it ∈ R, or simply
∆itR∆−it = R. Moreover, ∆itΩ = Ω holds for all t ∈ R. A third property
relates to the spectral behavior of the unitary group {∆it}t∈R. Namely, the state
ωΩ(A) = 〈Ω,AΩ〉 on R fulfills the KMS (Kubo–Martin–Schwinger) boundary
condition with respect to the adjoint action of ∆it, t ∈ R, at inverse temperature
β = 1.

Let us explain the terminology used here. If R is a von Neumann algebra
modeling the observables of a quantum system and {σt}t∈R is a one–parametric
(continuous) group of automorphisms of R modeling the dynamical evolution of
the system, then a density matrix state ωρ(A) = trace(ρA) on R is said to fulfill
the KMS boundary condition with respect to {σt}t∈R (shorter: is a KMS state for
{σt}t∈R) at inverse temperature β > 0 provided that the following holds: Given
any pair of elements A,B ∈ R, there exists a function FAB which is analytic on
the complex strip Sβ = {t + iη : t ∈ R , 0 < η < β}, and is continuous on the
closure of the strip Sβ , with the boundary values

FAB(t) = ωρ(σt(A)B) , FAB(t + iβ) = ωρ(Bσt(A)) , t ∈ R .
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For a quantum mechanical system with a Hamilton operator H such that e−βH

is a trace–class operator (β > 0), one can form the density matrices

ρβ =
1

trace(e−βH)
e−βH

and one can show that the corresponding Gibbs states ωρβ are KMS states at in-
verse temperature β for the dynamical evolution given by σt(A) = eitHAe−itH .
Haag, Hugenholtz and Winnink [30] have shown that states of an infinite quan-
tum system – being modeled by R and {σt}t∈R – which are suitably approxi-
mated by Gibbs states of finite subsystems, are under very general conditions
also KMS states, and thus the KMS boundary condition is viewed as being
characteristic of thermal equilibrium states.

Therefore, if ωΩ is a KMS state with respect to the (adjoint action of the)
modular group {∆it}t∈R of R,Ω, this signalizes that there is some relation to
physics provided that {∆it}t∈R can be interpreted as dynamical evolution of a
quantum system. This is not always the case, but the converse always holds true:
Suppose that a quantum system dynamical system consisting of R and {σt}t∈R

and a KMS state ωρ at inverse temperature β > 0 is given. Then one can pass
to the GNS (Gelfand–Naimark–Segal) representation associated with R and ωρ.
This is a triple (πρ,Hρ, Ωρ) where Hρ is a Hilbert space, πρ is a representation of
R by bounded linear operators on Hρ (which may differ from the “defining” rep-
resentation of R that is pre-given since the elements of R act as bounded linear
operators on a Hilbert space H) and Ωρ is a unit vector in Hρ which is cyclic for
πρ(R) and with ωρ(A) = 〈Ωρ, πρ(A)Ωρ〉. In this GNS representation, {σt}t∈R

is implemented by the (rescaled) modular group {∆it/β}t∈R corresponding to
πρ(R)′′ and Ωρ: πρ(σt(A)) = ∆it/βπρ(A)∆−it/β .

Tomita–Takesaki theory has had a considerable impact on the development
of operator algebra theory. Owing to its relation to thermal equilibrium states,
it has also found applications in quantum statistical mechanics. It took longer,
however, until a connection between Tomita–Takesaki modular objects and the
action of the Poincaré group was revealed in the context of relativistic quantum
field theory. Such a connection was established in the seminal work of Bisog-
nano and Wichmann [7]. To explain their result, let (x0, x1, x2, x3) denote the
coordinates of points in Minkowski spacetime in some Lorentzian frame. Then
let W = {x = (x0, x1, x2, x3) ∈ R

4 : x1 > 0, −x1 < x0 < x1} denote the
“right wedge region” with respect to the chosen coordinates. Moreover, we shall
introduce the following maps of Minkowski spacetime:

j : (x0, x1, x2, x3) �→ (−x0,−x1, x2, x3)

which is a reflection about the spatial x2-x3 plane together with a time-reflection,
and

Λ1(θ) =







cosh(θ) −sinh(θ) 0 0
−sinh(θ) cosh(θ) 0 0

0 0 1 0
0 0 0 1





 , θ ∈ R ,

the Lorentz boosts along the x1-axis, which map W onto itself.
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Now consider a quantum field theory of the Haag–Kastler type (in vacuum
representation), where it is also assumed that the local algebras of observables
R(O) are generated by a Wightman-type quantum field F �→ Φ(F ) as in (4). It
will also be assumed that the R(O) are actually von Neumann algebras, so that
one has R(O) = R(O)′′ for open, bounded regions. Then one can also built the
algebra of observables located in the wedge region W ,

R(W ) = {A ∈ R(O) : O ⊂ W}′′ .

We will denote by J the modular conjugation and by {∆it}t∈R the modular
group, respectively, associated with R(W ) and the vacuum vector Ω. These are
well–defined since the vacuum vector is, by the Reeh–Schlieder–theorem, cyclic
and separating for R(W ). With these assumptions, Bisognano and Wichmann [7]
found the following remarkable result.

Theorem The following relations hold:

∆it = U(Λ1(2πt))
JR(O)J = R(j(O)) , moreover,
JΦ(F )J = Φ(F ◦ j) ,

JU(L)J = U(j ◦ L ◦ j) , L ∈ P
↑
+

Here, U denotes the unitary representation of the Poincaré group belonging to
the quantum field theory under consideration, and we have written U(Λ1(2πt))
for the unitary representation of the Lorentz boost Λ1(2πt).

The remarkable point is that by this theorem, the modular conjugation and
modular group associated with R(W ) and Ω acquire a clear–cut geometric mean-
ing. Moreover, since the adjoint action of J involves, in its geometric meaning,
a time and space reflection, it induces a PCT symmetry in the following way:

The rotation D(2,3) by π = 180◦ in the (x2, x3) plane is contained in the proper,
orthochronous Poincaré group, and

j ◦D(2,3) = D(2,3) ◦ j = PT : x �→ −x

is the total inversion.

Then Θ = JU(D(2,3)) is a PCT operator: Θ is anti-unitary and fulfills Θ2 = 1,
and

ΘΩ = Ω

ΘR(O)Θ = R(PT (O))
ΘΦ(F )Θ = Φ(F ◦ PT )
ΘU(L)Θ = U(PT ◦ L ◦ PT ) .

Because of the geometric significance of the modular objects J and {∆it}t∈R one
also says that the Bisognano–Wichmann theorem is an instance of “geometric
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modular action” (although this term is actually used also in a wider context).
The concept of “geometric modular action” has been used quite fruitfully in the
analysis of general quantum field theories over the past years and has led to
remarkable progress and insights. We cannot get into this matter in any depth
and instead we refer the reader to the comprehensive review by Borchers [9]; we
will only comment on a few aspects of geometric modular action by way of a
couple of remarks.

(3.5) Because of ∆it = U(Λ1(2πt)), the vacuum state functional 〈Ω, .Ω〉 re-
stricted to R(W ) is a KMS state, i.e. a thermal equilibrium state. More
precisely, an observer following the trajectory

γa(t) = Λ1(t)







0
1/a
0
0







will register the (restriction of the) vacuum state along his or her trajec-
tory as a thermal equilibrium state at absolute temperature

Ta =
�a

2πkc
,

where here we have explicitly inserted �, Boltzmann’s constant k and the
velocity of light c. This is called the Fulling-Unruh-effect [25, 66]. It has
been noted by Sewell [58, 61] that a similar form of geometric modular
action for quantum fields on the Schwarzschild-Kruskal spacetime can be
viewed as a variant of the Hawking effect.

(3.6) The relation of Tomita–Takesaki objects to the action of the Poincaré
group which is displayed by the Bisognano-Wichmann theorem is only
realized if the observable algebras with respect to which the Tomita-
Takesaki objects those belonging to wedge regions – i.e. any Poincaré-
transform of W . For observable algebras R(O) belonging to bounded
regions, the corresponding modular objects have in general no clear geo-
metric meaning. An exception is the case of a conformal quantum field
theory when O is a double cone (see [9] and literature cited there).

(3.7) If a is a lightlike vector parallel to the future lightlike boundary of W , let

Ja = modular conjugation of R(W + a), Ω

Then one can show that

U(−2a) = J0Ja ,

i.e. the modular conjugations encode the translation group – together
with the spectrum condition. Since the modular group of R(W ) induces
the boosts, it appears that the complete unitary action of the Poincaré
group can be retrieved from the modular objects of observable algebras
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belonging to a couple of wedge regions in suitable position to each other,
with a common vacuum vector. And indeed, a careful analysis has shown
that this is possible under general conditions [9, 38]. This opens the pos-
sibility to approach the problem of constructing (interacting) quantum
field theories in a completely novel manner, where one starts with a couple
of von Neumann algebras together with a common cyclic and separating
vector, and where the associated modular objects fulfil suitable relations
so that they induce a representation of the Poincaré group. See [14, 57]
for perspectives, first steps and results around this circle of ideas.

(3.8) It should also be pointed out that geometric modular action can be un-
derstood in a more general sense than above where the modular objects
associated with the vacuum and algebras of observables located in wedge-
regions induce point-transformations on the manifold – in our present
discussion, always Minkowski spacetime – on which the quantum field
theory under consideration lives. A more general criterion of geometric
modular action would, e.g., be the following: Given a family of observable
(von Neumann) algebras {R(O)}O⊂M indexed by the open (and bounded)
subsets of a spacetime manifold M , and a vector Ω in the Hilbert space
representation of that family, one can try to find a sub-family {R(Õ)}Õ∈K̃
(where K̃ is a collection of subsets of M , sufficiently large so that a base of
the topology of M can be generated by countable intersections and unions
of members in K̃, say) with the property that the adjoint action of the
modular conjugation JÔ of R(Ô), Ω, where Ô is any element of K̃, maps
the family {R(Õ)}Õ∈K̃ onto itself. This would be a generalized form of
geometric modular action. In the light of the Bisognano–Wichmann theo-
rem, for the case of Minkowski spacetime one would take the collection of
wedge regions as K̃ and the vacuum vector as Ω. But there are instances
where precisely such a generalized form of geometric modular action is
realized when taking for M e.g. Robertson-Walker spacetimes. For more
discussion on this intriguing generalization of geometric modular action,
see [15].

4 Relativistic Quantum Information Theory:
Distillability in Quantum Field Theory

The final section of this contribution is devoted to a subject which seems to
be of growing interest nowadays [4, 22, 47, 52]: The attempt to bring together
the flourishing discipline of quantum information theory with the principles of
special relativity. Since quantum information theory is based on the principles of
quantum mechanics and since quantum field theory is the theory which unifies
quantum mechanics and special relativity, it appears entirely natural to discuss
issues of relativistic quantum information theory in the setting of quantum field
theory.
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There are, of course, several foundational issues one might wish to discuss
when studying a prospective merging of quantum information theory and special
relativity even in the established setting of quantum field theory. One of them
might be the so far omitted discussion on quantum measurement theory within
quantum field theory. In view of the Reeh–Schlieder–theorem, one may suspect
delicate problems at this point – in fact, there are numerous discussions on the
nature of locality/nonlocality in quantum (information) theory, where sometimes
the various authors don’t agree on precisely what sort of locality is attributed
to which object or structure within a particular theoretical framework. Our
approach here is operational, and we refer to works already cited [32, 56] for
some discussion on measurement in quantum field theory.

This said, we limit ourselves here to studying a very particular concept which
has been developed and investigated in non-relativistic quantum information
theory in the context of relativistic quantum field theory: The concept of dis-
tillability of quantum states. Very roughly speaking, one can say that distillable
quantum states contain “useful” entanglement that can be enhanced, at least
theoretically, so that it can be used as a resource for typical telecommunication
tasks such as quantum cryptography or quantum teleportation [5,23,26]. (For a
more detailed exposition of the formal apparatus of quantum information theory
and important references, we recommend the review by M. Keyl [40].) To make
this more precise, we will now have to specify our setting at a more formal level.
Everything what follows is taken from a joint publication with R. Werner [67].

First, we will say that a bipartite system is a pair of mutually commuting
∗-subalgebras A, B of B(H) for some Hilbert space H. Usually, we will in fact
assume that both A and B are von Neumann algebras; one could also generalize
the setting by only requiring that A and B are ∗-subalgebras of a common C∗-
algebra.

In the quantum field theoretical context, A will be identified with R(OA) and
B with R(OB) for a pair of (bounded) spacetime regions OA and OB which are
causally separated. Quite generally, A represents the algebra of observables in a
laboratory controlled by a physicist named ‘Alice’ and B represents the algebra
of observables in a laboratory controlled by another physicist called ‘Bob’. The
prototypical example of a bipartite system in (non-relativistic) quantum infor-
mation theory is the situation where H = HA ⊗HB, and where A = B(HA)⊗ 1
and where B = 1 ⊗ B(HB). The situation in relativistic quantum field theory
can be a bit more complicated.

Let A,B ⊂ B(H) form a bipartite quantum system, and let ω(X) =
trace(ρX), for some density matrix ρ on H, be a state on B(H). We say that the
state ω is a product state on the bipartite system if ω(AB) = ω(A)ω(B) holds
for all A ∈ A and all B ∈ B. Moreover, ω is called separable on the bipartite
system if it is a limit (in the sense of convergence of expectation values) of con-
vex combinations of product states. Then, ω is called entangled on the bipartite
system if it is not separable.

Entanglement of states on bipartite systems is a typical quantum phenom-
enon with no counterpart in classical physics. As is well known, the
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Einstein–Podolsky–Rosen paradoxon really centers about entangled states, as
has been clarified and formalized by John Bell (see the reprint collection [69] for
the relevant references and comments, and the textbook [46] for a more mod-
ern and simpler discussion). As mentioned, nowadays entanglement is viewed
as a resource for tasks of quantum communication, and this circumstance has
motivated several studies on the “degree” or “quality” of entanglement that a
state may have (see, again, the review [40] for discussion and references). One
possible measure of “entanglement strength” is provided by the Bell-CHSH cor-
relation [19, 63]. This is a number, β(ω), which is assigned to any state ω of a
bipartite system A,B ⊂ B(H) as

β(ω) = sup
A,A′,B,B′

ω(A(B′ + B) + A′(B′ −B))

where the supremum is taken over all hermitean A,A′ ∈ A and B,B′ ∈ B whose
operator norm is bounded by 1. Separable states always have β(ω) ≤ 2. This
case is referred to by saying that ω fulfills the Bell-CHSH inequalities. States ω
for which β(ω) > 2 are said to violate the Bell-CHSH inequalities; such states are
entangled. The maximal number which β(ω) can assume is 2

√
2 [18], and states

for which β(ω) = 2
√

2 are said to violate the Bell-CHSH inequalities maximally.
In a sense, one may view a state ω1 more strongly entangled than a state ω2 if
β(ω1) > β(ω2).

Let us consider a particularly simple system where H = C
2 ⊗ C

2, with A =
B(C2) ⊗ 1 and B = 1 ⊗ B(C2), where B(C2) is a perhaps slightly unusual
way to denote the algebra of complex 2 × 2 matrices. A state violating the
Bell–CHSH inequalities maximally is given by the singlet state ωsinglet(X) =
〈ψsinglet,Xψsinglet〉, X ∈ B(C2 ⊗ C

2), where

ψsinglet =
1√
2
(|0〉 ⊗ |1〉 − |1〉 ⊗ |0〉) ;

here, |0〉 and |1〉 denote the two orthonormalized eigenvectors of the Pauli–
matrix σz. There are, in fact, experimental situations in quantum optics where
the singlet state can be realized to a high degree of accuracy. In these situations,
one identifies |0〉 and |1〉 with the two orthonormal polarization states of photons
which are linearly polarized with respect to chosen coordinates perpendicular
to the direction of propagation. One can prepare a source (state) producing
an ensemble of pairs of polarized photons in the singlet state and send – e.g.
through optical fibers over long distances – one member of each ensemble pair
to the laboratory of Alice (whose observables, regarding the polarization of the
photons, are represented by A) and the other member of the same pair to the
laboratory of Bob (whose polarization observables are represented by B). In this
way, Alice and Bob have access to a common entangled state ωsinglet which they
may use for carrying out tasks of quantum communication. The singlet state (or
rather, any singlet–type state) is, in this sense, the best suited state owing to
its “maximal” entanglement which is reflected by its maximal violation of the
Bell-CHSH inequalities. Some experimental realizations and applications can be
found e.g. in [26].
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There are entangled states ω which are not as strongly entangled as ωsinglet,
but contain still enough entanglement so that a sub-ensemble of photon pairs
can be “distilled” from ω which coincides with ωsinglet to high accuracy and
may then be used for carrying out quantum communication tasks. To make such
a “distillability” an attribute of the given state ω, one must ensure that the
distillation process only enhances the entanglement already present in the given
state ω, and doesn’t induce previously non–existing entanglement. One tries to
capture this requirement by demanding that the process of distillation involves
only local operations and classical communication (LOCC) [6,40,48].

The idea behind LOCC is best illustrated by a simple example. We assume
that both Alice and Bob operate a two–valued instrument in each of their lab-
oratories. A two–valued instrument (i) takes an incoming state, (ii) puts out
either of two classical values (“readings”), say “+” or “−” and (iii) changes the
state into a new output state depending on the values of the classical readings,
i.e. the values “+” or “−”. Thus, if the source (represented by the state ω)
produces a pair of polarized photons, then the pair member running to Alice
passes her instrument while the other pair member travels to Bob and passes his
instrument. The pair members are then subjected to state changes – operations
– taking place individually at the sites of the laboratories of Alice and Bob, re-
spectively, and are thus local (assuming that the operations are active at mutual
spacelike separation); put differently, Alice’s instrument operates only on the
pair member in her laboratory and likewise Bob’s instrument operates only on
the pair member in his laboratory. We further suppose that Alice and Bob agree
to discard all photon pairs except those which on passing their instruments have
yielded in both cases the “+” reading. Since they don’t now beforehand what
the values of these readings will be, they have to inform each other about the
readings’ values of their instruments after both members of each photon pair
have passed through. This requires “two-way classical communication” between
Alice and Bob. Then, after a large number of photon pairs (corresponding, in
idealization, to the original ensemble of the state ω) has passed the instruments,
and having discarded all the pairs not giving the “+” reading, Alice and Bob
hold (in each lab, members of) a smaller number (a subensemble) of photon pairs
which have been subjected to local operations mediated by the instruments. This
new subensemble may correspond to a state with stronger entanglement, and if,
in this way, a subensemble can be produced which approximates the singlet
state ωsinglet to arbitrary precision, then the original state ω is called distillable.
Strictly speaking, we should call the state 1-distillable, the qualifier “1” refer-
ring to only “1 round” of instrument application and classical communication
for each photon pair, since one can envisage more complicated schemes of using
localized (multi-valued) instruments and classical communication between Al-
ice and Bob that are still in compliance with the idea of local operations and
classical communication. But then, any state which is 1–distillable will also be
distillable according to a more general scheme, so that 1–distillability is in this
sense the most stringent criterion.
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Now we need to give a mathematical description of 1–distillability of a state
ω. In the present simple case, the mathematical image of a two-valued instrument
in Alice’s laboratory is given by two completely positive maps T± : A → A with
T+(1) + T−(1) = 1. Likewise, in Bob’s laboratory, his two-valued instrument is
given by a pair of completely positive maps S± : B → B with S+(1)+S−(1) = 1.
The subensemble that Alice and Bob select from the original state ω corresponds
to the positive functional A⊗B + x⊗ y �→ ω(T+(x)S+(y)), which is turned into
a state, A⊗ B + x⊗ y �→ ω(T+(x)S+(y))/ω(T+(1)S+(1)), upon normalization.
Let us denote this new state by ωT,S , identifying T with T+ and S with S+. To
say that ω is 1-distillable now amounts to requiring that one can choose S and
T in such a way that ωT,S approximates ωsinglet to arbitrary precision.

All this applies as yet to the case that A and B are copies of B(C2). However,
it is not too difficult to generalize everything to the case of a generic bipartite
quantum system. All that needs to be done is to ensure that the input state
ω, defined on the algebra generated by A and B, yields an output state ωT,S

on B(C2 ⊗ C
2) which can be compared to ωsinglet. The formal definition of 1-

distillability is then:
Definition Let ω be a state on a general bipartite quantum system A,B ⊂

B(H). The state ω is called 1-distillable if one can find completely positive maps
T : B(C2) → A and S : B(C2) → B so that the state

ωT,S(x⊗ y) = ω(T (x)S(y))/ω(T (1)S(1)) , x⊗ y ∈ B(C2 ⊗ C
2) ,

on B(C2 ⊗C
2) approximates ωsinglet to arbitrary precision. That is to say, given

ε > 0, there are such T = Tε and S = Sε so that

|ωT,S(X) − ωsinglet(X) | < ε||X|| , X ∈ B(C2 ⊗ C
2) . (9)

This criterion for 1–distillability is now completely general and can, in particular,
be applied in the context of relativistic quantum field theory. This is what we
will do now.

As in Sect. 2, let ({R(O)}O⊂M , U,Ω) be a quantum field theory in vacuum
representation. We quote following result, taken from [67].

Theorem Let A = R(OA) and B = R(OB) be a bipartite quantum system
formed by algebras of local observables localized in spacetime regions OA and
OB which are separated by a non-zero spacelike distance. Then the vacuum
state ω( . ) = 〈Ω, .Ω〉 is 1-distillable on this bipartite system. Moreover, there
is a dense set X ⊂ H so that the vector states ωχ( . ) = 〈χ, . χ〉, ||χ|| = 1, are
1-distillable on the bipartite system. (In fact, X can be chosen so that this holds
for all spacelike separated regions OA and OB.)

We will add a couple of remarks.

(4.1) The conclusion of the theorem remains valid if one considers the quantum
field theory in a relativistic thermal equilibrium representation instead of a
vacuum representation. Representations of this kind have been introduced
by Bros and Buchholz [13]. The distinction from the vacuum prepresenta-
tion is as follows: The spectrum condition is dropped, and it is assumed
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that ω( . ) = 〈Ω, .Ω〉 fulfills the relativistic KMS condition at some inverse
temperature β > 0. Following [13], one says that a state ω on R(R4) sat-
isfies the relativistic KMS condition at inverse temperature β > 0 (with
respect to the adjoint action of the translation group U(a), a ∈ R

4) if
there exists a timelike vector e in V+, the open forward light cone, so
that e has unit Minkowskian length, and so that for each pair of operators
A,B ∈ R(R4) there is a function F = FAB which is analytic in the domain
Tβe = {z ∈ C

4 : Im z ∈ V+ ∩ (βe − V+)}, and continuous at the bound-
ary sets determined by Im z = 0, Im z = βe with the boundary values
F (a) = 〈Ω,AU(a)BΩ〉, F (a + iβe) = 〈Ω,BU(−a)AΩ〉 for a ∈ R

4. Upon
comparison with the non-relativistic KMS–condition of the previous sec-
tion, one may get an idea in which way this is a relativistic generalization
of thermal equilibrium states.

(4.2) It is the Reeh-Schlieder theorem which is responsible for the distillability
result; we briefly sketch the argument. In fact, one can show that each non-
abelian von Neumann algebra contains an isomorphic copy of B(C2). In the
particular case considered in the situation of Theorem (4.3), one can use
the Reeh-Schlieder theorem to prove that there are algebraic morphisms
τ : B(C2) → A and σ : B(C2) → B so that π : B(C2 ⊗ C

2) → B(H) given
π(x⊗y) = τ(x)σ(y) is a faithful algebraic embedding. Then there is a unit
vector χ in H so that ωχ(π(X)) = ωsinglet(X) for all X ∈ B(C2 ⊗ C

2).
According to the Reeh-Schlieder theorem, there is for any ε > 0 some
A = Aε ∈ A with ||A|| = 1 so that ||(||AΩ||)−1AΩ − χ|| < ε. Thus
we choose T (x) = A∗τ(x)A and S(y) = σ(y) to obtain that the state
ωT,S fulfills the required estimate (9). The Reeh-Schlieder theorem for
relativistic thermal equilibrium states has been proved in [35].

(4.3) The normalization factor ω(T (1)S(1)) equals, in the previous remark, the
quantity 〈Ω,A∗τ(1)σ(1)AΩ〉 which, in turn, is equal to ||AΩ||2 up to a
term of at most order ε. Since we have taken ||A|| to be equal to 1 (which
made the occurrence of the normalization factor (||AΩ||)−1 necessary in
the approximation of χ), the quantity ||AΩ|| here coincides in fact with
||AΩ||/||A||, i.e. the effect vs. cost ratio which made its appearance in our
discussion of the Reeh-Schlieder theorem. Thus, the factor ω(T (1)S(1))
(compared to 1) is a rough measure for the efficiency of the distillation
process, or put differently, the fraction of members in the subensemble
corresponding to ωT,S distilled from the members of the original ensemble
ω. As we have seen before, this will be a very small number when ε is small
and the spatial distance between the regions OA and OB is macroscopic
for ω the vacuum state.

(4.4) We should like to mention that there are many related works address-
ing the issue of long–range correlations in quantum field theory. In fact,
Bell–correlations in quantum field theory have been investigated before
quantum information theory was established; see the refs. [42, 43, 62, 63],
and they have contributed to understand quantum entanglement in a
mathematically rigorous form applicable to general quantum systems.
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More recent works in this direction prove that in the bipartite situation
A = R(OA), B = R(OB), for a relativistic quantum field theory, there is
dense set of states violating the Bell-CHSH inequalities [31,36,52]. In this
sense, they are quite closely related to the result of the theorem above,
which however gives also information about the distillability of specific
states, such as the vacuum or relativistic thermal equilibrium states, over
arbitrarily spacelike subsystems of a relativistic quantum field theory.

I think that, in the light of the theoretical developments summarized in
this contribution, it is fair to say that the interplay between special relativity
and quantum physics is holding a significant position at the frontier of current
research. Thus I am quite confident that special relativity will live well through
the next 101 years.
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Abstract. We consider spacetime to be a 4-dimensional differentiable manifold that
can be split locally into time and space. No metric, no linear connection are assumed.
Matter is described by classical fields/fluids. We distinguish electrically charged from
neutral matter. Electric charge and magnetic flux are postulated to be conserved. As
a consequence, the inhomogeneous and the homogeneous Maxwell equations emerge
expressed in terms of the excitation H = (H,D) and the field strength F = (E,B),
respectively. H and F are assumed to fulfill a local and linear “spacetime relation” with
36 constitutive functions. The propagation of electromagnetic waves is considered under
such circumstances in the geometric optics limit. We forbid birefringence in vacuum and
find the light cone including its Lorentzian signature. Thus the conformally invariant
part of the metric is recovered. If one sets a scale, one finds the pseudo-Riemannian
metric of spacetime.

1 Introduction

The neutrinos, in the standard model of elementary particle physics, are assumed
to be massless. By the discovery of the neutrino oscillations, this assumption
became invalidated. The neutrinos are massive, even though they carry, as com-
pared to the electron, only very small masses. Then the photon is left as the only
known massless and free elementary particle. The gluons do not qualify in this
context since they are confined and cannot exist as free particles under normal
circumstances.

Consequently, the photon is the only particle that is directly related to the
light cone gijdx

i⊗ dxj = 0 and that can be used for an operational definition of
the light cone; here gij is the metric of spacetime, dxi a coordinate differential,
and i, j = 0, 1, 2, 3. We are back – as the name light cone suggests anyway – to
an electromagnetic view of the light cone. Speaking in the framework of classical
optics, the light ray would then be the elementary object with the help of which
one can span the light cone. We take “light ray” as synonymous for radar signals,
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laser beams, or electromagnetic rays of other wavelengths. It is understood that
classical optics is a limiting case, for short wavelengths, of classical Maxwell–
Lorentz electrodynamics.

In other words, if we assume the framework of Maxwell–Lorentz electrody-
namics, we can derive, in the geometric optics limit, light rays and thus the light
cone, see Perlick [48] and the literature given there. However, the formalism of
Maxwell–Lorentz electrodynamics is interwoven with the Riemannian metric gij
in a nontrivial way. Accordingly, in the way sketched, one can never hope to find
a real derivation of the light cone.

Therefore, we start from the premetric form of electrodynamics, that is, a
metric of spacetime is not assumed. Nevertheless, we can derive the generally
covariant Maxwell equations, expressed in terms of the excitation H = (H,D)
and the field strength F = (E,B), from the conservation laws of electric charge
and magnetic flux. We assume a local and linear spacetime relation between
H and F . Then we can solve the Maxwell equations. In particular, we can study
the propagation of electromagnetic waves, and we can consider the geometrical
optics limit. In this way, we derive the light rays that are spanning the light
cone. In general, we find a quartic wave covector surface (similar as in a crystal)
that only reduces to the pseudo-Riemannian light cone of general relativity if
we forbid birefringence (double refraction) in vacuum. Hence, in the framework
of premetric electrodynamics, the local and linear spacetime relation, together
with a ban on birefringence in vacuum, yields the pseudo-Riemannian light cone
of general relativity. Accordingly, the geometrical structure of a Riemannian
spacetime is derived from purely electromagnetic data. We consider that as our
contribution to the Einstein year 2005, and we hope that going beyond the
geometrical optics limit will yield better insight into the geometry of spacetime.

The axiomatic scheme that we are going to present here is already contained
in our book [20] where also references to earlier work and more details can
be found. In the meantime we learnt from the literature that appeared since
2003 (see, e.g., Delphenich [8, 9], Itin [24], Kaiser [26], Kiehn [29], and Lindell
& Sihvola [35, 37]) and improved our derivation of the light cone, simplified it,
made it more transparent (see, e.g., [21, 23, 33, 45, 46]). The formalism and the
conventions we take from [20].

2 Spacetime

In our approach, we start from a 4-dimensional spacetime manifold that is just
a continuum which can be decomposed locally in (1-dimensional) time and
(3-dimensional) space. It carries no metric and it carries no (linear or affine)
connection. As such it is inhomogeneous. It doesn’t make sense to assume that
a vector field is constant in this continuum. Only the constancy of a scalar field
is uniquely defined. Also a measurement of temporal or spatial intervals is still
not defined since a metric is not yet available.

In technical terms, the spacetime is a 4-dimensional connected, Hausdorff,
paracompact, and oriented differential manifold. On such a manifold, we assume
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Fig. 1. Local spacetime foliation, see [20]

the existence of a foliation: The spacetime can be decomposed locally into three-
dimensional folios labeled consecutively by a monotonically increasing “proto-
time” parameter σ, see Fig. 1. A vector field n, transverse to the foliation,
is normalized by n-dσ = Lnσ = 1. Accordingly, we find for the dimensions
[n] = [σ]−1 = t−1, where t denotes the dimension of time.

We can decompose any exterior form Ψ in “time” and “space” pieces. The
part longitudinal to the vector n reads

⊥Ψ := dσ ∧ Ψ⊥ , Ψ⊥ := n-Ψ , (1)

the part transversal to the vector n

Ψ := (1 − ⊥)Ψ = n-(dσ ∧ Ψ) , n-Ψ ≡ 0 . (2)

Putting these two parts together, we have the space-time decomposition

Ψ = ⊥Ψ + Ψ = dσ ∧ Ψ⊥ + Ψ , (3)

with the absolute dimensions [Ψ⊥] = [Ψ ] t−1 and [Ψ ] = [Ψ ].
The 3-dimensional exterior derivative is defined by d := n-(dσ ∧ d). We can

use the notion of the Lie derivative of a p-form Ψ along a vector field ξ, i.e.,
LξΨ := ξ-dΨ + d(ξ-Ψ), and can introduce the derivative of a transversal field Ψ
with respect to prototime as

Ψ̇ := LnΨ . (4)

3 Matter – Electrically Charged and Neutral

We assume that spacetime is “populated” with classical matter, either described
by fields and/or by fluids. In between the agglomerations of matter, there may
also exist vacuum.

Matter is divided into electrically charged and neutral matter. Turning to
the physics of the former, we assume that on the spatial folios of the manifold
we can determine an electric charge Q as a 3-dimensional integral over a charge
density and a magnetic flux Φ as a 2-dimensional integral over a flux density.
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This is at the bottom of classical electrodynamics: Spacetime is filled with
matter that is characterized by charge Q and by magnetic flux Φ. For neutral
matter both vanish. The absolute dimension of charge will be denoted by q, that
of magnetic flux by φ = [action/charge] = h/q, with h as the dimension of action.

4 Electric Charge Conservation

One can catch single electrons and single protons in traps and can count them
individually. Thus, the electric charge conservation is a fundamental law of na-
ture, valid in macro- as well as in micro-physics.3 Accordingly, it is justified to
introduce the absolute dimension of charge q as a new and independent concept.

Let us define, in 4-dimensional spacetime, the electrical current 3-form J ,
with dimension [J ] = q. Its integral over an arbitrary 3-dimensional spacetime
domain yields the total charge contained therein: Q =

∫
Ω3

J . Accordingly, the
local form of charge conservation (Axiom 1) reads:

d J = 0 . (5)

This law is metric-independent since it is based on a counting procedure for
the elementary charges. Using a foliation of spacetime, we can decompose the
current J into the 2-form of the electric current density j and the 3-form ρ of
the electric charge density:

J = −j ∧ dσ + ρ . (6)

Then (5) can be rewritten as the continuity equation:

ρ̇ + d j = 0. (7)

Both versions of charge conservation, (5) and (7), can also be formulated in an
integral form.

5 Charge Active: Excitation

Electric charge was postulated to be conserved in all regions of spacetime. If
spacetime is topologically sufficiently trivial, we find, as consequence of (5),
that J has to be exact:

J = dH . (8)

This is the inhomogeneous Maxwell equation in its premetric form. The elec-
tromagnetic excitation 2-form H, with [H] = [J ] = q, is measurable with the
3 Lämmerzahl, Macias, and Müller [34] proposed an extension of Maxwell’s equations

that violates electric charge conservation. Such a model can be used as a test theory
for experiments that check the validity of charge conservation, and it allows to give
a numerical bound.
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help of ideal conductors and superconductors and thus has a direct operational
significance.

By decomposing H into time and space, we obtain the electric excitation 2-
form D (historical name: “dielectric displacement”) and the magnetic excitation
1-form H (“magnetic field”):

H = −H ∧ dσ + D . (9)

Substituting (9) into (8), we recover the pair of the 3-dimensional inhomogeneous
Maxwell equations

dH = J

{
dD = ρ ,

−Ḋ + dH = j .
(10)

6 Charge Passive: Field Strength

With the derivation of the inhomogeneous Maxwell equations the information
contained in Axiom 1 is exhausted. As is evident from the Coulomb-Gauss law
dD = ρ, it is the active character of ρ that plays a role in this inhomogeneous
Maxwell equation: The charge density ρ is the source of D (and, analogously,
the current density j that of H).

Since we search for new input, it is near at hand to turn to the passive
character of charge, that is, to wonder what happens when a test charge is put
in an electromagnetic field. In the purely electric case with a test charge e, we
have

Fa ∼ eEa , (11)

with Fa and Ea as components of the covectors of force and electric field strength,
respectively. The simplest relativistic generalization for defining the electromag-
netic field is then of the type

force density ∼ field strength × charge current density . (12)

Accordingly, with the force density covector (or 1-form) fα, we can formulate
Axiom 2 as

fα = (eα-F ) ∧ J . (13)

Here eα is a local frame, with α = 0, 1, 2, 3. Axiom 2 provides an operational
definition of the electromagnetic field strength 2-form F , the absolute dimension
of which turns out to be [F ] = h/q. Its 1 + 3 decomposition

F = E ∧ dσ + B , (14)

introduces the electric field strength 1-form E and the magnetic field strength
2-form B, see Fig. 2. If we substitute (14) and (6) into (13), we recover, for
α = 1, 2, 3, the Lorentz force density.
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HD

E B
Fig. 2. Faraday-Schouten pictograms of the electromagnetic field, see [20]. The electric
excitation D is a twisted 2-form, the magnetic excitation H a twisted 1-form. The
electric field strength E is a 1-form and the magnetic field strength B a 2-form, both
without twist

7 Magnetic Flux Conservation

The field strength F , as a 2-form, can be integrated over a 2-dimensional area
Ω2 in 4-dimensional spacetime. This yields the total magnetic flux Φ piercing
through this area: Φ =

∫
Ω2

F . In close analogy to electric charge conservation,
we assume that also the flux is conserved. Then, in local form, magnetic flux
conservation (Axiom 3) reads4

dF = 0

{
dB = 0 ,

Ḃ + dE = 0 .
(15)

The Faraday induction law and the sourcelessness of B are the two consequences
of dF = 0. In this sense, Axiom 3 has a firm experimental underpinning.

8 Premetric Electrodynamics

. . . is meant to be the “naked” or “featureless” spacetime manifold, without
metric and without connection, together with the Maxwell equations dH = J,

4 One can give up magnetic flux conservation by introducing magnetic monopoles
according to dF = Jmagn. In premetric electrodynamics this has been done by Edelen
[11], Kaiser [26], and by us [21]. However, then one has to change Axiom 2, too,
and the Lorentz force density picks up an additional term −(eα�H) ∧ Jmagn. This
destroys Axiom 2 as an operational procedure for defining F . Moreover, magnetic
charges have never been found.
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dF = 0, the Lorentz force formula, and the electromagnetic energy-momentum
current to be discussed below, see (20). We stress that the Poincaré group and
special relativity have nothing to do with the foundations of electrodynamics
as understood here in the sense of the decisive importance of the underlying
generally covariant conservation laws of charge (Axiom 1) and flux (Axiom 3).
Historically, special relativity emerged in the context of an analysis of the elec-
trodynamics of moving bodies [13, 39], but within the last 100 years classical
electrodynamics had a development of its own and its structure is now much
better understood than it was 100 years ago. Diffeomorphism invariance was
recognized to be of overwhelming importance. Poincaré invariance turned out to
play a secondary role only.

Of course, premetric electrodynamics so far does not represent a complete
physical theory. The excitation H does not yet communicate with the field
strength F . Only by specifying a “spacetime” relation between H and F (the
constitutive law of the spacetime manifold), only thereby we recover — under
suitable conditions — our normal Riemannian or Minkowskian spacetime which
we seem to live in. In this sense, a realistic spacetime — and thus an appropriate
geometry thereof — emerges only by specifying additionally a suitable spacetime
relation on the featureless spacetime.

As explained, Axiom 1, Axiom 2, Axiom 3, together with Axiom 4 on energy-
momentum, constitute premetric electrodynamics. Let us display the first three
axions here again, but now Axiom 1 and Axiom 3 in in the more general integral
version. For any submanifolds C3 and C2 that are closed, i.e., ∂C3 = 0 and
∂C2 = 0, the axioms read

∮

C3

J = 0 , fα = (eα-F ) ∧ J ,

∮

C2

F = 0 . (16)

By de Rham’s theorem we find the corresponding differential versions

d J = 0 , fα = (eα-F ) ∧ J , dF = 0 , (17)
J = dH , F = dA . (18)

The physical interpretation of the quantities involved is revealed via their (1+3)-
decompositions (6), (9), (14), and A = −ϕdσ + A, see Fig. 3.

Let us now turn to the energy-momentum question. Using the properties of
the exterior differential, we can rewrite the Lorentz force density (13) as

fα = (eα-F ) ∧ J = d kΣα + Xα . (19)

Here the kinematic energy-momentum 3-form of the electromagnetic field, a cen-
tral result in the premetric electrodynamics, reads (Axiom 4)

kΣα :=
1
2

[F ∧ (eα-H) −H ∧ (eα-F )] . (20)

The remaining force density 4-form turns out to be
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Fig. 3. Different aspects of the electromagnetic field. The four quantities H,D, E,B
constitute the electromagnetic field. The excitations H,D are extensive quantities (how
much?), the field strengths E,B intensive quantities (how strong?)

Xα := −1
2

(F ∧ Leα
H −H ∧ Leα

F ) . (21)

The absolute dimension of kΣα and of Xα is h/�, where � denotes the dimension
of length. [Provided, additionally, a linear connection is given with the covariant
differential D, then

fα = DkΣα + X̂α , (22)

with the new supplementary force density

X̂α =
1
2

(H ∧ �Leα
F − F ∧ �Leα

H) , (23)

which contains the covariant Lie derivative. In general relativity theory, X̂α

eventually vanishes for the standard Maxwell–Lorentz electrodynamics.]

9 The Excitation is Local and Linear in the Field Strength

The system of the Maxwell equations dH = J , dF = 0 is apparently under-
determined. It gets predictive power only when we supplement it with a space-
time (or constitutive) relation between the excitation and the field strength. As
Axiom 5, we postulate a general local and linear spacetime relation

H = κ(F ) , Hij =
1
2
κij

kl Fkl . (24)

Here excitation and field strength decompose according to H = Hij dx
i ∧ dxj/2

and F = Fij dx
i ∧ dxj/2, respectively. The constitutive tensor κ, as 4th rank
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tensor with 36 independent components, has to be space and time dependent
since constant components would not have a generally covariant meaning on the
naked spacetime manifold we consider.

Let us decompose κij
kl into irreducible pieces. In the premetric framework

we can only perform a contraction. A first contraction yields

κi
k := κil

kl (16 independent functions) , (25)

a second one

κ := κk
k = κkl

kl (1 pseudo-scalar function) . (26)

Then, introducing the traceless piece

�κik := κi
k − 1

4
κ δki (15 functions) , (27)

we can rewrite the original constitutive tensor as

κij
kl = (1)κij

kl + (2)κij
kl + (3)κij

kl

= (1)κij
kl + 2 �κ[i

[k δ
l]
j] +

1
6
κ δk[iδ

l
j]. (28)

The skewon and the axion fields are conventionally defined by

�Sij = − 1
2
�κij , α =

1
12

κ. (29)

Substituting (28) into (24) and using (29), we obtain the spacetime relation
explicitly:

Hij =
1
2

(1)κij
kl Fkl + 2 �S[i

kFj]k + αFij . (30)

The principal (or the metric-dilaton) part (1)κij
kl of the constitutive ten-

sor with 20 independent components will eventually be expressed in terms of
the metric (thereby cutting the 20 components in half). [In standard Maxwell–
Lorentz electrodynamics

(1)κij
kl = λ0

√
−g ε̂ijmn gmkgnl , �Sik = 0 , α = 0.] (31)

The principal part (1)κij
kl must be non-vanishing in order to allow for electro-

magnetic wave propagation in the geometrical optics limit, see the next section.
The skewon part �Sik with its 15 components was proposed by us. We put for-
ward the hypothesis that such a field exists in nature. Finally, the axion part α
had already been introduced in elementary particle physics in a different con-
nection but with the same result for electrodynamics, see, e.g., Wilczek’s axion
electrodynamics [65] and the references given there.

The spacetime relation we are discussing here is the constitutive relation for
spacetime, i.e., for the vacuum. However, one has analogous structures for a
medium described by a local and linear constitutive law. The skewon piece in
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this framework corresponds to chiral properties of the medium inducing optical
activity, see Lindell et al. [38], whereas the concept of an axion piece has been
introduced by Tellegen [57, 58] for a general medium, by Dzyaloshinskii [10]
specifically for Cr2O3, and by Lindell & Sihvola [37] in the form of the so-called
perfect electromagnetic conductor (PEMC). Recently, Lindell [36] discussed the
properties of a skewon-axion medium.

The following alternative representation of the constitutive tensor is useful
in many derivations and for a comparison with literature, see Post [50],

χijkl :=
1
2
εijmn κmn

kl , (32)

with
χijkl = (1)χijkl

︸ ︷︷ ︸
20, principal

+ εijm[k �Sml] − εklm[i �Smj]

︸ ︷︷ ︸
15, skewon

+ εijkl α︸ ︷︷ ︸
1, axion

. (33)

It is convenient to consider the excitation H and the field strength F as
6-vectors, each comprising a pair of two 3-vectors. The spacetime relation then
reads (

Ha

Da

)
=
(

Cba Bba

Aba Db
a

)(
−Eb

Bb

)
. (34)

Accordingly, the constitutive tensors are represented by the 6 × 6 matrices

κI
K =

(
Cba Bba

Aba Db
a

)
, χIK =

(
Bab Da

b

Cab Aab

)
. (35)

The 3 × 3 matrices A,B,C,D are defined by

Aba := χ0a0b , Bba :=
1
4
ε̂acd ε̂bef χcdef , (36)

Cab :=
1
2
ε̂bcd χ

cd0a , Da
b :=

1
2
ε̂acd χ

0bcd , (37)

or explicitly, recalling the irreducible decomposition (33),

Aab = −εab − εabc �Sc0, Bab = µ−1
ab + ε̂abc �S0

c, (38)
Cab = γab − (�Sba − δab �Scc) + α δab , (39)
Da

b = γba + (�Sab − δba �Scc) + α δba. (40)

The constituents of the principal part are the permittivity tensor εab = εba, the
impermeability tensor µ−1

ab = µ−1
ba , and the magnetoelectric cross-term γab, with

γcc = 0 (Fresnel-Fizeau effect). The skewon �Sba and the axion α describe electric
and magnetic Faraday effects and (in the last two relations) optical activity. If
we substitute (38), (39), (40) into (34), we find a 3-dimensional explicit form of
our Axiom 5 formulated in (24):

Da =
(
εab − εabc �Sc0

)
Eb + ( γab+ �Sba − δab �Scc)Bb + αBa , (41)

Ha=
(
µ−1
ab − ε̂abc �S0

c
)
Bb +

(
−γba+ �Sab − δba �Scc

)
Eb − αEa . (42)
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10 Propagation of Electromagnetic Rays (“Light”)

After the spacetime relation (Axiom 5) has been formulated, we have a complete
set of equations describing the electromagnetic field. We can now study the
propagation of electromagnetic waves à la Hadamard. The sourceless Maxwell
equations read

dH = 0 , dF = 0 . (43)

In the geometric optics approximation (equivalently, in the Hadamard approach)
an electromagnetic wave is described by the propagation of a discontinuity of
the electromagnetic field. The surface of discontinuity S is defined locally by
a function Φ such that Φ = const on S. The jumps [ ] of the electromagnetic
quantities across S and the wave covector q := dΦ then satisfy the geometric
Hadamard conditions:

[H] = 0 , [dH] = q ∧ h = 0 ⇒ h = q ∧ c , (44)
[F ] = 0 , [dF ] = q ∧ f = 0 ⇒ f = q ∧ a . (45)

Here c and a are arbitrary 1-forms.
We use the spacetime relation and find for the jumps of the field derivatives

h = κ(f) = κ̃(f) + αf , (46)

with κ̃ := (1)κ + (2)κ. Accordingly,5

q ∧ h = q ∧ κ̃(q ∧ a) = 0 . (47)

This equation is a 3-form with 4 components. We have to solve it with respect
to a. As a first step, we have to remove the gauge freedom a → a + q ϕ present
in (47). We choose the gauge ϑ0̂ ∗= q. After some heavy algebra, we find (see [20]
for details, a, b, ... = 1, 2, 3)

W abab
∗= 0 , with W ab := χ̃0̂a0̂b . (48)

These are 3 equations for three ab’s! Nontrivial solutions exist provided

W := detW ab ∗=
1
3!

ε̂abcε̂defW
adW beW cf ∗= 0. (49)

We can rewrite the latter equation in a manifestly 4-dimensional covariant form
(ε̂abc ≡ ε̂0̂abc, ei

0̂ ∗= qi),

W =
θ2

4!
ε̂mnpq ε̂rstu χ̃mnri χ̃ jpsk χ̃ lqtu qiqjqkql = 0 ,

with θ := det(eiα). The 4-dimensional tensorial transformation behavior is ob-
vious.
5 Compare the corresponding tensor analytical formula ∂βχ̃

αβγδ∂γAδ = 0 (see Post
[50], (9.40) for χ[αβγδ] = 0).
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We define 4th-order Tamm–Rubilar (TR) tensor density of weight +1,

Gijkl(χ) :=
1
4!

ε̂mnpq ε̂rstu χmnr(i χj|ps|k χl)qtu . (50)

It is totally symmetric Gijkl(χ) = G(ijkl)(χ). Thus, it has 35 independent com-
ponents. Because χijkl = χ̃ijkl + α εijkl, the total antisymmetry of ε yields
G(χ) = G(χ̃). An explicit calculation shows that

Gijkl(χ) = Gijkl((1)χ) + (1)χm(i|n|j �S k
m �S l)

n . (51)

Summarizing, we find that the wave propagation is governed by the extended
Fresnel equation that is generally covariant in 4 dimensions:

Gijkl(χ̃) qiqjqkql = 0 . (52)

The wave covectors q lie on a quartic Fresnel wave surface, not exactly what we
are observing in vacuum at the present epoch of our universe. Some properties
of the TR-tensor, see [53], were discussed recently by Beig [3].

Extended Fresnel Equation Decomposed into Time and Space

Recalling the ‘6-vector’ form of the spacetime relation (34) with the 3×3 constitu-
tive matrices (36) and (37), we can decompose the TR-tensor into time and space
pieces: G0000 =: M , G000a =: 1

4M
a , G00ab =: 1

6M
ab , G0abc =: 1

4M
abc , Gabcd =:

Mabcd. Then the Fresnel equation (52) reads

q4
0 M︸︷︷︸

M0

+q3
0 qaM

a

︸ ︷︷ ︸
M1

+q2
0 qaqbM

ab

︸ ︷︷ ︸
M2

+q0 qaqbqcM
abc

︸ ︷︷ ︸
M3

+ qaqbqcqdM
abcd

︸ ︷︷ ︸
M4

= 0 , (53)

or
M0 q4

0 + M1 q3
0 + M2 q2

0 + M3 q0 + M4 = 0 , (54)

with
M = det A , Ma = −ε̂bcd

(
Aba Ace Cde + Aab Aec D d

e

)
, (55)

Mab =
1
2

A(ab)
[
(Cdd)2 + (Dc

c)2 − (Ccd + Dd
c)(Cdc + Dc

d)
]

+(Cdc + Dc
d)(Ac(aCb)d + Dd

(aAb)c) − CddA
c(aCb)c

−Dc
(aAb)cDd

d − AdcC(a
cDd

b)

+
(
A(ab)Adc − Ad(aAb)c

)
Bdc , (56)

Mabc = εde(c|
[
Bdf (Aab) D f

e − D a
e Ab)f ) + Bfd(Aab) Cfe − Af |aCb)e)

+Caf D b)
e D

f
d + D a

f Cb)e C
f
d

]
, (57)

Mabcd = εef(cε|gh|d Bhf

[
1
2

Aab) Bge − Cae D b)
g

]
. (58)
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Fresnel Wave Surfaces

Let us look at some Fresnel wave surfaces in order to get some feeling for the
physics involved. Divide (53) by q4

0 (here q0 is the frequency of the wave) and
introduce the dimensionless variables (c = velocity of light in special relativity)

xa := c
qa
q0

. (59)

Then we have

M + xa
Ma

c
+ xaxb

Mab

c2
+ xaxbxc

Mabc

c3
+ xaxbxcxd

Mabcd

c4
= 0 . (60)

We can draw these quartic surfaces in the dimensionless variables x = x1, y = x2,
z = x3, provided the M ’s are given. According to (55)–(58), the M ’s can be
expressed in terms of the 3× 3 matrices A,B,C,D. These matrices are specified
in (38)–(40) in terms of the permittivity etc.. A comparison with the spacetime
relations in the form of (41), (42) is particularly instructive.

Let us start with a simple example. We assume that the permittivity is
anisotropic but still diagonal, εab = diag(ε1, ε2, ε3), whereas the impermeability
is trivial µ−1

ab = µ−1
0 diag(1, 1, 1). No skewon field is assumed to exist. Whether an

axion field is present or not doesn’t matter since the axion does not influence the
light propagation in the geometrical optics limit. With Mathematica programs
written by Tertychniy [59], we can construct for any values of ε1, ε2, ε3 the Fresnel
wave surface; an example is displayed in Fig. 4.

More complicated cases are trivial permittivity εab = ε0 diag(1, 1, 1) and
trivial impermeability µ−1

ab = µ−1
0 diag(1, 1, 1), but a nontrivial skewon field. We

can take a skewon field of electric Faraday type �S3
0, for example, see Fig. 5, or

of magnetoelectric optical activity type �S1
2 = �S2

1, see Fig. 6. In both figures
and in the subsequent one λ0 =

√
ε0/µ0 is the admittance of free space. The

characteristic feature of the skewon field is the emergence of specific holes in the
Fresnel surfaces that correspond to the directions in space along which the wave
propagation is damped out completely [45]. This effect is in agreement with our
earlier conclusion on the dissipative nature of the skewon field.

Now we can combine anisotropic permittivity with the presence of a skewon
field. Then we expect to find some kind of Fig. 4 “enriched” with holes induced
by the skewon field. This time we choose a spatially isotropic skewon field with
� S1

1 =� S2
2 =� S3

3 = − 1
3 � S0

0 �= 0. The outcome is depicted in Fig. 7. The four
holes confirm our expectation.

11 No Birefringence in Vacuum and the Light Cone

The propagation of light in local and linear premetric vacuum electrodynamics
is characterized by the extended Fresnel equation (52) or (54). We can solve
the Fresnel equation with respect to the frequency q0, keeping the 3-covector qa
fixed. With the help of Mathematica, we found the following four solutions [33]:
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Fig. 4. Fresnel wave surface for anisotropic permittivity εab = diag(39.7, 15.4, 2.3) and
trivial impermeability µ−1

ab = µ−1
0 diag(1, 1, 1). The skewon field vanishes. There are

two branches, the outer part of the surface is cut into half in order to show the inner
branch. We use the dimensionless variables x := cq1/q0, y := cq2/q0, z := cq3/q0

Fig. 5. Fresnel wave surface for trivial permittivity εab = ε0 diag(1, 1, 1) and trivial im-
permeability µ−1

ab = µ−1
0 diag(1, 1, 1) with a skewon field of electric Faraday type �S3

0 =
3.1λ0 (all other components vanish). The surface has the form of a toroid (depicted with
two cuts). We use the dimensionless variables x := cq1/q0, y := cq2/q0, z := cq3/q0
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Fig. 6. Fresnel wave surface for trivial permittivity εab = ε0 diag(1, 1, 1) and trivial
impermeability µ−1

ab = µ−1
0 diag(1, 1, 1) with a skewon field of the magneto-electric

optical activity type � S1
2 =� S2

1 = 0.8λ0 (all other components vanish). It has two
intersecting toroidal branches. We use the dimensionless variables x := cq1/q0, y :=
cq2/q0, z := cq3/q0

Fig. 7. Fresnel wave surface for anisotropic permittivity εab = diag(2.4, 14.8, 54) and
trivial impermeability µ−1

ab = µ−1
0 diag(1, 1, 1) with a spatially isotropic skewon field

� S1
1 =� S2

2 =� S3
3 = − 1

3
� S0

0 = 0.25λ0 (all other components vanish). We use the
dimensionless variables x := cq1/q0, y := cq2/q0, z := cq3/q0
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q↑0(±) =
√
α±

√
β +

γ√
α
− δ , (61)

q↓0(±) = −
√
α±

√
β − γ√

α
− δ . (62)

We introduced the abbreviations

α :=
1

12M0

(
a

(b +
√
c)

1
3

+
(
b +

√
c
) 1

3 − 2M2

)

+ δ2 , (63)

β :=
1

12M0

(

− a

(b +
√
c)

1
3
−
(
b +

√
c
) 1

3 − 4M2

)

+ 2δ2 , (64)

γ :=
1

4M0
(2δM2 −M3) − 2δ3 , δ :=

M1

4M0
, (65)

with

a := 12M0M4 − 3M1M3 + M2
2 , (66)

b :=
27
2
M0M

2
3 − 36M0M2M4 −

9
2
M1M2M3 +

27
2
M2

1M4 + M3
2 , (67)

c := 4
(
b2 − a3

)
. (68)

Vanishing Birefringence

Now, let us demand the absence of birefringence (also called double refraction).6

In technical terms this means, see the solutions (61), (62), that β = 0 and γ = 0.
Then we have the degenerate solution

q↑0 =
√
α− M1

4M0
, q↓0 = −

√
α− M1

4M0
. (69)

The condition γ = 0 yields directly M3 = M1

(
4M0M2 −M2

1

)
/8M2

0 , and, using
this, we find

α =
3M2

1 − 8M0M2

16M2
0

. (70)

Thus,

q↑↓0 = ±
√

3M2
1 − 8M0M2

16M2
0

− M1

4M0
. (71)

Accordingly, the quartic wave surface (54) in this case reduces to

[(q0 − q↑0)(q0 − q↓0)]2 = 0 . (72)

6 Similar considerations on vanishing birefringence, for weak gravitational fields, are
due to Ni [44]. He was also the first to understand that the axion field doesn’t
influence light propagation in the geometrical optics limit.
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Fig. 8. Null cones fitted together to form a conformal manifold (see Pirani and
Schild [49])

Multiplication yields

q2
0 +

1
2

M1

M0
q0 +

1
2

M2

M0
− 1

8

(
M1

M0

)2

= 0 . (73)

If we substitute M0,M1,M2 as defined in (53), we have explicitly (i, j = 0, 1, 2, 3)

gijqiqj := q2
0 +

1
2

Ma

M
q0qa +

1
8

(
4
Mab

M
− MaM b

M2

)
qaqb = 0 . (74)

This equation is quadratic in the 4-dimensional wave covector qi. Therefore we
recover the conventional light cone of general relativity at each point of space-
time, see Fig. 8. Thereby the causal structure of spacetime is determined. Thus,
up to a scalar factor, we derived the Riemannian metric of general relativity.

Moreover, as we have shown [20,25], we find the correct Lorentzian signature.
The Lorentzian (also known as Minkowskian) signature can be traced back to
the Lenz rule, which determines the sign of the Ḃ term in the induction law.7

And this sign is different from the one in the corresponding Ḋ term in the
Oersted-Ampère-Maxwell law. In other words, the Lorentz signature is encoded
7 Usually it is argued that the signature should be derived from quantum field theoret-

ical principles; for a corresponding model, see, e.g., Froggatt & Nielsen [15]. Needless
to say that it is our view that classical premetric electrodynamics together with the
Lenz rule and a local and linear spacetime relation is all what is really needed.
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in the decomposition formulas (9) and (14). Neither is the minus sign in (9) a
convention nor the plus sign of the E ∧ dσ term in (14). Since the Lenz rule is
related to the positivity of the electromagnetic energy, the same is true for the
Lorentzian signature. This derivation of the signature of the metric of spacetime
from electrodynamics provides new insight into the structures underlying special
as well as general relativity.

12 Dilaton, Metric, Axion

At first the skewon and the axion emerged at the premetric level in our theory
and only subsequently the metric. Consequently, the axion and the skewon should
be regarded as more fundamental fields (if they exist) than the metric. In the
meantime, we phased out the skewon field since we insisted, in Sect. 11, on
vanishing birefringence in vacuum.

As to the metric, we recognize that multiplication of the metric by an arbi-
trary function λ̃(x) was left open in the derivation of the last section, see (74):

λ̃(x) gij(x) qiqj = 0 . (75)

Thus, only the conformally invariant part of the metric is determined. In other
words, we have actually constructed the conformal (or the light cone) structure
on the spacetime manifold, see, e.g., Weyl [63, 64], Schouten [55], and Pirani &
Schild [49].

It is known from special relativity that the light cone (with Lorentzian
signature) is invariant under the 15-parameter conformal group, see Barut &
Ra̧czka [2] and Blagojević [4]. The latter, in Minkowskian coordinates xi, is
generated by the following four sets of spacetime transformations:

Translations (4 param.) xi → x̃i = xi + ai , (76)
Lorentz transf. (6 param.) xi → x̃i = Λij x

j , (77)
dila(ta)tion (1 param.) xi → x̃i = ρ xi , (78)

prop. conf. transf. (4 param.) xi → x̃i =
xi + κi x2

1 + 2κj xj + κjκj x2
. (79)

Here ai, Λij , ρ, κ
i are the 15 constant parameters, and x2 := gijx

ixj . The
Poincaré subgroup (76), (77) (for a modern presentation of it, see Giulini [17])
leaves the spacetime interval ds2 = gijdx

idxj invariant, whereas the dilatations
(78) and the proper conformal transformations (79) change the spacetime in-
terval by a scaling factor ds2 → ρ2ds2 and ds2 → σ2ds2, respectively (with
σ−1 := 1 + 2κj xj + κjκ

j x2). In all cases the light cone ds2 = 0 is left invariant.
The Weyl subgroup, which is generated by the transformations (76)–(78), and its
corresponding Noether currents were discussed by, e.g., Kopczyński et al. [30].

For massless particles, instead of the Poincaré group, the conformal or the
Weyl group come under consideration, since massless particles move on the light
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cone. Even though the light cone stays invariant under all transformations (76)–
(79), two reference frames that are linked to each other by a proper conformal
transformation don’t stay inertial frames since their relative velocity is not con-
stant. If one wants to uphold the inertial character of the reference frames, one
has to turn to the Weyl transformation, that is, one has to specialize to κi = 0.

The conformal group in Minkowski space illustrates the importance of the
light cone structure on a flat manifold. This is suggestive for the light cone on
an arbitrarily curved manifold, even though there is no direct relation between
(76)–(79) and the light cone structure we derived in the last section.

The light cone metric gij introduces the Hodge star � operator. We then
can straightforwardly verify that the principal part of the spacetime relation is
determined as H∼�F , where the coefficient of proportionality can be an arbitrary
scalar function λ(x) of the spacetime coordinates. This function is naturally
identified with the dilaton field, see Brans [6] and Fujii & Maeda [16]. Introducing
the (Levi-Civita) dual of the excitation, Ȟij := 1

2 εijklHkl, we can then finally
rewrite the spacetime relation for vanishing birefringence in vacuum as

Ȟij = [ λ(x)
︸︷︷︸

dilaton

√
−g gik(x) gjl(x) + α(x)

︸︷︷︸
axion

εijkl ]Fkl , (80)

that is, we are left with the constitutive fields dilaton λ, metric gij , and axion
α. The combination

√−g gi[k(x) gl]j(x) is conformally invariant, in complete
agreement with the above analysis.

13 Setting the Scale

The conformal structure of spacetime is laid down in (74). Hence only 9 of the
10 independent components of the pseudo-Riemannian metric gij are specified.
We need, in addition to the conformal structure, a volume measure for arriving
at a unique Riemannian metric. This can be achieved by postulating a time or
length standard.

In exterior calculus, (80) reads

H = λ(x) �F + α(x)F . (81)

The axion has not been found so far, so we can put α = 0. Moreover, under
normal cicumstances, the dilaton seems to be a constant field and thereby sets
a certain scale, i.e., λ(x) = λ0, where λ0 is the admittance of free space8 the
value of which is, in SI-units, 1/(377 Ω). (The exact implementation of this
assumption will have to be worked out in future.) Accordingly, we are left with
the spacetime relation of conventional Maxwell–Lorentz electrodynamics

H = λ0
�F or Ȟij = λ0

√
−g gik(x) gjl(x)Fkl = λ0

√
−g F ij . (82)

8 Our electrodynamical formalism is independent of the chosen system of units, as we
discussed elsewhere [22].



182 F.W. Hehl and Y.N. Obukhov

14 Discussion

Weyl [63, 64], in 1921, proved a theorem that the projective and the conformal
structures of a metrical space determine its metric uniquely. As a consequence
Weyl [63] argued that ...the metric of the world can be determined merely by ob-
serving the “natural” motion of material particles and the propagation of action,
in particular that of light; measuring rods and clocks are not required for that.
Here we find the two elementary notions for the determination of the metric:
The paths of a freely falling point particles, yielding the projective structure,
and light rays, yielding the conformal structure of spacetime. Later, in 1966,
Pirani and Schild [49], amongst others, deepened the insight into the conformal
structure and the Weyl tensor.

In 1972, on the basis of Weyl’s two primitive elements, Ehlers, Pirani, and
Schild (EPS) [12] proposed an axiomatic framework in which Weyl’s concepts
of free particles and of light rays were taken as elementary notions that are
linked to each other by plausible axioms. Requiring compatibility between the
emerging projective and conformal structures, they ended up with a Weyl space-
time9(Riemannian metric with an additional Weyl covector). They set a scale
[as we did in the last section, too] and arrived at the pseudo-Riemannian metric
of general relativity. In this sense, EPS were able to reconstruct the metric of
general relativity.

Subsequently, many authors improved and discussed the EPS-axiomatics.
Access to the corresponding literature can be found via the book of Majer and
Schmidt [40] or the work of Perlick [47, 48] and Lämmerzahl [31], e.g.. For a
general review one should compare Schelb [54] and for a new axiomatic scheme
Schröter [56].

As stated, the point particles and light rays were primary elements that
were assumed to exist and no link to mechanics nor to electrodynamics was
specified. The particle concept within the EPS-axiomatics lost credibility when
during the emergence of gauge theories of gravity (which started in 1956 with
Utiyama [61] even before the EPS-framework had been set up in 1972) the first
quantized wave function Ψ for matter entered the scene as an elementary and
“irreducible” concept in gravity theory. When neutron interference in an external
gravitational field was discovered experimentally in 1975 by Collella, Overhauser,
and Werner (COW) [7], see also [52], Sect. 7, it was clear that the point particle
concept in the EPS-framework became untenable from a physical point of view.
For completeness let us mention some more recent experiments on matter waves
in the gravitational field or in a noninertial frame:

• The Werner, Staudenmann, and Colella experiment [62] in 1979 on the phase
shift of neutron waves induced by the rotation of the Earth (Sagnac-type
effect),

9 Time measurement in Weyl spacetime were discussed by Perlick [47] and by
Teyssandier & Tucker [60].
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• the Bonse & Wroblewski experiment [5] in 1984 on neutron interferometry
in a noninertial frame (verifying, together with the COW experiment, the
equivalence principle for neutron waves),

• the Kasevich & Chu interferometric experiment [27] in 1991 with laser-cooled
wave packets of sodium atoms in the gravitational field,

• the Mewes et al. experiment [41] in 1997 with interfering freely falling Bose-
Einstein condensed sodium atoms, see Ketterle [28], Fig. 14 and the corre-
sponding text,

• the Nesvizhevsky et al. experiment [42,43] in 2002 on the quantum states of
neutrons in the Earth’s gravitational field, and

• the Fray, Hänsch, et al. [14] experiment in 2004 with a matter wave interfer-
ometer based on the diffraction of atoms from effective absorption gratings
of light. This interferometer was used for two stable isotopes of the rubid-
ium atom in the gravitational field of the Earth. Thereby the equivalence
principle was tested successfully on the atomic level.

Clearly, without the Schrödinger equation in an external gravitational field
or in a noninertial frame all these experiments cannot be described.10 Still, in
most textbooks on gravity, these experiments are not even mentioned!

In the 1980’s, as a reaction to the COW-experiment, Audretsch and Lämmer-
zahl, for a review see [1], started to develop an axiomatic scheme for spacetime
in which the point particle was substituted by a matter wave function and the
light ray be a wave equation for electromagnetic disturbances. In this way, they
could also include projective structures with an asymmetric connection (i.e.,
with torsion), which was excluded in the EPS approach a priori.

Turning to the conformal structure, which is in the center of our interest here,
Lämmerzahl et al. [32], see also [18,51], reconsidered the Audretsch-Lämmerzahl
scheme and derived the inhomogeneous Maxwell equation from the following re-
quirements: a well-posed Cauchy problem, the superposition principle, a finite
propagation speed, and the absence of birefringence in vacuum. The homoge-
neous Maxwell equation they got by a suitable definition of the electromagnetic
field strength. With a geometric optics approximation, compare our Sect. 10,
they recover the light ray in lowest order. And this is the message of this type of
axiomatics: Within the axiomatic system of Audretsch and Lämmerzahl et al.,
the light ray, which is elementary in the EPS-approach, can be derived from rea-
sonable axioms about the propagation of electromagnetic disturbances. As with
the substitution of the mass point by a matter wave, this inquiry into the phys-
ical nature of the light ray and the corresponding reshaping of the EPS-scheme
seems to lead to a better understanding of the metric of spacetime. And this is
exactly where our framework fits in: We also build up the Maxwell equations in
an axiomatic way and are even led to the signature of the metric, an achievement
that needs still to be evaluated in all details.
10 A systematic procedure of deriving the COW result by applying the equivalence

principle to the Dirac equation can be found in [19].
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15 Summary

Let us then summarize our findings: We outlined our axiomatic approach to
electrodynamics and to the derivation of the light cone. In particular, with the
help of a local and linear spacetime relation,

• we found the skewon field �Sij (15 components) and the axion field α (1 com-
ponent),

• we found a quartic Fresnel wave surface for light propagation.
• In the case of vanishing birefringence, the Fresnel wave surface degenerates

and we recovered the light cone (determining 9 components of the metric
tensor) and, together with it, the conformal and causal structure of spacetime
and the Hodge star � operator.

• If additionally the dilaton λ (1 component) is put to a constant, namely to
the admittance of free space λ0 [1/(377 Ω) in SI-units], and the axion α
removed, we recover the conventional Maxwell–Lorentz spacetime relation
H = λ0

�F .

Thus, in our framework, the conformal part of the metric emerges from the local
and linear spacetime relation as an electromagnetic construct. In this sense, the
light cone is a derived concept.

Acknowledgments

One of us is grateful to Claus Lämmerzahl and Jürgen Ehlers for the invitation
to the Potsdam Seminar. Many thanks go to Sergey Tertychniy (Moscow) who
provided the Mathematica programs for the drawing of the Fresnel surfaces. Fi-
nancial support from the DFG, Bonn (HE-528/20-1) and from INTAS, Brussels,
is gratefully acknowledged.

References

1. J. Audretsch and C. Lämmerzahl, A new constructive axiomatic scheme for the
geometry of space-time In [40] pp. 21–39 (1994).

2. A.O. Barut and R. Ra̧czka, Theory of Group Representations and Applications
(PWN – Polish Scientific Publishers, Warsaw, 1977).

3. R. Beig, Concepts of Hyperbolicity and Relativistic Continuum Mechanics,
arXiv.org/gr-qc/0411092.
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30. W. Kopczyński, J.D. McCrea and F.W. Hehl, The Weyl group and its current.
Phys. Lett. A128 (1988) 313–317.

31. C. Lämmerzahl, A characterisation of the Weylian structure of space-time by means
of low velocity tests, Gen. Rel. Grav. 33 (2001) 815–831; arXiv.org/gr-qc/0103047.

32. C. Lämmerzahl, A. Camacho, and A. Maćıas, Reasons for the electromagnetic field
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Abstract. The Standard Model Extension (SME) provides the most general observer-
independent field theoretical framework for investigations of Lorentz violation. The
SME lagrangian by definition contains all Lorentz-violating interaction terms that can
be written as observer scalars and that involve particle fields in the Standard Model
and gravitational fields in a generalized theory of gravity. This includes all possible
terms that could arise from a process of spontaneous Lorentz violation in the context
of a more fundamental theory, as well as terms that explicitly break Lorentz symmetry.
An overview of the SME is presented, including its motivations and construction. Some
of the theoretical issues arising in the case of spontaneous Lorentz violation are dis-
cussed, including the question of what happens to the Nambu-Goldstone modes when
Lorentz symmetry is spontaneously violated and whether a Higgs mechanism can oc-
cur. A minimal version of the SME in flat Minkowski spacetime that maintains gauge
invariance and power-counting renormalizability is used to search for leading-order sig-
nals of Lorentz violation. Recent Lorentz tests in QED systems are examined, including
experiments with photons, particle and atomic experiments, proposed experiments in
space, and experiments with a spin-polarized torsion pendulum.

1 Introduction

It has been 100 years since Einstein published his first papers on special relativity
[1]. This theory is based on the principle of Lorentz invariance, that the laws of
physics and the speed of light are the same in all inertial frames. A few years
after Einstein’s initial work, Minkowski showed that a new spacetime geometry
emerges from special relativity. In this context, Lorentz symmetry is an exact
spacetime symmetry that maintains the form of the Minkowski metric in different
Cartesian-coordinate frames.

In the years 1907–1915, Einstein developed the general theory of relativity as
a new theory of gravity. In general relativity, spacetime is described in terms of
a metric that is a solution of Einstein’s equations. The geometry is Riemannian,
and the physics is invariant under general coordinate transformations. Lorentz
symmetry, on the other hand, becomes a local symmetry. At each point on the
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spacetime manifold, local coordinate frames can be found in which the metric
becomes the Minkowski metric. However, the choice of the local frame is not
unique, and local Lorentz transformations provide the link between physically
equivalent local frames.

The Standard Model (SM) of particle physics is a fully relativistic theory.
The SM in Minkowski spacetime is invariant under global Lorentz transforma-
tions, whereas in a Riemannian spacetime the particle interactions must remain
invariant under both general coordinate transformations and local Lorentz trans-
formations. Particle fields are also invariant under gauge transformations. Exact
symmetry under local gauge transformations leads to the existence of massless
gauge fields, such as the photon. However, spontaneous breaking of local gauge
symmetry in the electroweak theory involves the Higgs mechanism, in which the
gauge fields can acquire a mass.

Classical gravitational interactions can be described in a form analogous to
gauge theory by using a vierbein formalism [2]. This also permits a straight-
forward treatment of fermions in curved spacetimes. Covariant derivatives of
tensors in the local Lorentz frame involve introducing the spin connection. In a
Riemann spacetime with zero torsion, the spin connection is not an independen-
dent field, but rather is a prescribed function of the vierbein and its derivatives.
However, a natural generalization is to treat the spin connection components as
independent degrees of freedom. The resulting geometry is a Riemann-Cartan
spacetime, which has nonvanishing torsion [3]. In a Riemann-Cartan spacetime,
the associated field strengths for the vierbein and spin connection are the cur-
vature and torsion tensors. The usual Riemann spacetime of general relativity
is recovered in the zero-torsion limit. Similarly, if the curvature tensor vanishes,
the spacetime reduces to Minkowski spacetime.

The combination of the SM and Einstein’s classical gravitational theory pro-
vides a highly successful description of nature. However, since Einstein’s theory
is not a quantum theory, it is expected that it will ultimately be superseded
by a more fundamental theory that will hold at the quantum level. Candidate
quantum gravity theories include string theory and loop quantum gravity. The
appropriate scale where gravity and quantum physics are expected to meet up
is the Planck scale, mP . 1019 GeV.

Finding experimental confirmation of a quantum theory of gravity by doing
experiments at the Planck scale, however, is not practical. Instead, an alterna-
tive approach can be adopted in which one looks for small Planck-suppressed
effects of new physics that might be observable in high-precision experiments.
For this idea to hold, any new effect would have to be one that cannot be mim-
icked by known conventional processes in the SM or conventional gravity theory.
One possible signal fulfilling this requirement is to look for Planck-suppressed
signatures of Lorentz violation in high-precision experiments.

Detection of such a violation of relativity theory would clearly be a dramatic
indication of new physics, presumably coming from the Planck scale. This idea
is not merely speculative because it has been shown that mechanisms in both
string theory [4, 5] and quantum gravity [6] can lead to violations of Lorentz
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symmetry. However, these theories are not yet sufficiently developed in such a
way that allows testable predictions to be made at a definite (quantifiable) scale
at low energies.

Nonetheless, progress can still be made using effective field theory. To be re-
alistic, an effective field theory would have to contain both the SM and general
relativity together with any higher-order couplings between them. It should also
maintain coordinate (or observer) independence. In full generality, the gravity
sector could include additional fields such as torsion that are not a part of Ein-
stein’s general relativity. This would permit more general geometries, including
a Riemann-Cartan spacetime.

The general effective field theory of this type incorporating arbitrary observer-
independent Lorentz violation is called the Standard-Model Extension (SME)
[7–9]. The SME lagrangian by definition contains all observer-scalar terms con-
sisting of products of SM and general gravitational fields with each other as well
as with additional couplings that introduce violations of Lorentz symmetry. In
principle, there are an infinity of terms in the SME, including nonrenormalizable
terms of arbitrarily high dimension.

To investigate low-energy experiments, where the leading-order signals of
Lorentz violation are of primary interest, it is often advantageous to work with a
subset of the full SME, which includes only a finite number of terms. One subset
in particular, referred to as the minimal SME, restricts the theory to power-
counting renormalizable and gauge-invariant terms. In recent years, the Lorentz-
violating coefficients in the minimal SME have been adopted by experimentalists
as the standard for reporting bounds on Lorentz violation. Since many of the low-
energy experiments involve only electromagnetic interactions between charged
particles and photons, it often suffices to define a minimal QED sector of the
SME.

This paper is intended as an overview in the context of the SME of some
recent theoretical and phenomenological investigations of Lorentz violation. The
motivations for the development of the SME are presented first. An outline of
how the theory is constructed is then given. This is followed by a discussion of
some theoretical issues that come up when Lorentz violation is due to a process of
spontaneous symmetry breaking. In particular, the fate of the Nambu-Goldstone
modes is examined along with the question of whether a Higgs mechanism can
occur [10]. For simplicity, this discussion is carried out in the context of a vector
model known as a bumblebee model [9,11]. The role of the geometry (Minkowski,
Riemann, or Riemann-Cartan) is examined as well. To investigate phenomenol-
ogy, the minimal SME is constructed and used to examine a wide range of
experiments assuming a flat Minkowski background. In this paper, the focus
is on high-precision tests in QED systems. A number of recent experiments in
atomic and particle systems are examined, and the status of their attainable
sensitivities to Lorentz violation is reviewed.

The SME is the result of a large on-going collaboration by a group of theorists
and experimentalists most of whom have in common that they have at some point
collaborated with Alan Kostelecky at Indiana University. An exhaustive review
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covering all of this collective work, which spans topics in field theory, gravity,
astrophysics, cosmology, as well as particle, nuclear, and atomic physics, is not
possible here. Instead, this review focuses mostly on selective recent topics that
are of interest to the author. It is also not possible here to give a complete list of
references on all of the work looking at possible violations or tests of relativity.
For that, other recent reviews and proceedings collections should be consulted
as well. See, for example, [12–14].

2 Motivations

Historically, interest in Lorentz violation increased dramatically after it was dis-
covered by Kostelecky and Samuel in the late 1980s that mechanisms can occur
in string field theory that could cause spontaneous breaking of Lorentz symme-
try [4]. It is this idea that ultimately led to the development of the SME, which
in turn has stimulated a variety of experimental searches for relativity violations.

Spontaneous Lorentz violation can occur when a string field theory has a
nonperturbative vacuum that can lead to tensor-valued fields acquiring nonzero
vacuum expectation values (vevs), 〈T 〉 �= 0. As a result of this, the low-energy
effective theory contains an unlimited number of terms of the form

L ∼ λ

mk
P

〈T 〉Γ ψ̄(i∂)kχ , (1)

where k is an integer power, λ is a coupling constant, and ψ and χ are fermion
fields. In this expression, the tensor vev 〈T 〉 carries spacetime indices, which are
suppressed in this notation. This vev is effectively a set of functions or constants
that are fixed in a given observer frame. What this means is that interactions
with these coefficients can have preferred directions in spacetime or velocity
(boost) dependence. The vev coefficients therefore induce Lorentz violation.

Note that the higher-dimensional (k > 0) derivative couplings are expected
to be balanced by additional inverse factors of a large mass scale, which is as-
sumed to be the Planck mass mP . In a more complete low-energy effective theory
describing fermions ψ and χ there could also be other terms with additional cou-
plings, including possible Yukawa couplings. A more general interaction term of
the form in (1) at order k could then be written as

L ∼ t(k) Γ ψ̄(i∂)kχ , (2)

where the coefficient t(k), which carries spacetime indices, absorbs all of the
couplings, inverse mass factors, and the vev. This effective coefficient acts es-
sentially as a fixed background field that induces Lorentz violation. In addition
to interactions with fermions, additional terms involving gauge-field couplings
and gravitational interactions are possible as well. A generalization would be to
include all possible contractions of known SM and gravitational fields with fixed
background coefficients t(k).
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This generalization to include all arbitrary-dimension interaction terms in-
ducing Lorentz violation in effective field theory is the idea behind the SME [7–9].
Note as well that each term is assumed to be an observer scalar, with all space-
time indices contracted. The full SME is then defined as the effective field theory
obtained when all such scalar terms are formed using SM and gravitational fields
contracted with coefficients that induce Lorentz violation. The SME coefficients
(the generalized t(k) factors) are assumed to be heavily suppressed, presumably
by inverse powers of the Planck mass. The extent of the suppression increases
with order k. Without a completely viable string field theory, it is not possible
to assign definite numerical values to these coefficients, and clearly (as in the
SM itself) there are hierarchy issues. However, since no Lorentz violation has
been observed in nature, it must be that the SME coefficients are small. Alter-
natively, one can adopt a phenomenological approach and treat the coefficients
as quantities to be bounded in experiments. Such bounds will also constitute a
measure of the sensitivity to Lorentz violation attained in the experiment.

Interestingly, although the SME was originally motivated from ideas in string
field theory, including the idea of spontaneous Lorentz symmetry breaking, its
relevance and usefulness extend well beyond these ideas. In fact, there is nothing
in the SME that requires that the Lorentz-violation coefficients emerge due to
a process of spontaneous Lorentz violation. The SME coefficients can also be
viewed as due to explicit Lorentz violation or as arising from some unknown
mechanism. Indeed, once the philosophy of the SME is appreciated – that it is the
most general observer-independent field theory incorporating Lorentz violation –
then no matter what scalar Lagrangian is written down involving known low-
energy fields, the result will be contained in the full SME.

An illustration of this comes from studying noncommutative field theory.
These are theories that have noncommuting coordinates

[xµ, xν ] = iθµν . (3)

It has been shown that this type of geometry can occur naturally in string the-
ory [15], and that it leads to Lorentz violation [16]. Here, however, the mechanism
leading to Lorentz violation is in general different from that of spontaneous sym-
metry breaking. Nonetheless, the form of the effective interactions that arise are
fully contained in the SME. The fixed parameters θµν , which break the Lorentz
symmetry, act effectively so as to produce SME coefficients. For example, the
effective field theory involving a U(1) gauge field in a noncommutative geometry
includes lagrangian terms of the form

L ∼ 1
4
iq θαβ Fαβ ψ̄ γµDµ ψ , (4)

where Fαβ is the field strength. Here, as in (1) the interaction takes the form of
a scalar-valued product of known particle fields, derivative operators, and a set
of fixed background functions.

There are a number of other examples of effective field theories with Lorentz
violation that have been put forward in recent years, with a wide variety of
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motivations or ideas for symmetry breaking. Nonetheless, as long as the resulting
theories are described by scalar lagrangians, then they are compatible with the
approach of the SME. For example, a model with spatial rotational invariance
was used in [17] to study high-energy cosmic rays above the GZK cutoff. Another
example with a higher-dimensional lagrangian giving rise to Lorentz-violating
dispersion relations was considered in [18]. An example involving gravitational
fields includes a parameterized set of kinetic terms for a vector field in a theory
with spontaneous Lorentz breaking [19]. In all of these cases, the lagrangian
terms can be found as a subset of the full SME.

Over the years, a number of phenomenological frameworks that involve spe-
cific types of Lorentz violation have been developed and used extensively by
experimentalists. A sampling includes the THεµ model [20], the Robertson-
Mansouri-Sexl framework [21], the PPN formalism [22], as well as models based
on kinematical breaking of Lorentz symmetry (see [12,14] for reviews). In some
cases, these theories describe parameterized equations of motion or dispersion
relations and do not originate from a scalar lagrangian. However, to the extent
that these models can be described by effective field theory defined by a scalar
lagrangian, they are compatible with the SME and direct links between their
parameterizations and the SME coefficients can be obtained.

It should be noted as well, that in addition to breaking Lorentz symmetry, the
SME also leads to violation of the discrete symmetry CPT [4,5]. This symmetry
is the product of charge conjugation (C), parity (P), and time reversal (T).
According to the CPT theorem [23], a relativistic field theory describing point
particles should exactly obey CPT symmetry. Conversely, a second theorem
states that if CPT is violated in field theory, then Lorentz symmetry must also be
broken [24]. It then follows that any observer-independent effective field theory
describing CPT violation must also be contained within the SME. Since CPT
can be tested to very high precision in experiments with matter and antimatter,
this opens up a whole new avenue for exploring the phenomenology of Lorentz
violation.

In summary, the full SME is defined as the most general observer-independent
theory of Lorentz and CPT violation that contains the SM and gravity. It thus
provides a unifying framework that can be used to investigate possible signals
of Lorentz and CPT violation. Because it contains an infinity of terms, with an
unlimited set of coefficients with spacetime indices, it is not possible to list all
of them. However, the terms can be classified in a general way, and a uniform
notation can be developed. It is also possible to develop subset theories of the full
SME, which contain a finite number of terms. One subset in particular has been
investigated extensively in recent experiments. It is the minimal SME, which is
comprised of the gauge-invariant subset of terms in the full SME with dimension
four or less.

Finally, one other remark about the SME coefficients is worth mentioning. It
is often commented these coefficients, such as for example a nonzero vacuum vev
of a tensor field generated from a process of spontaneous Lorentz violation, are
reminiscent of the old pre-relativistic ether. However, the ether was thought to



Overview of the Standard Model Extension 197

be a medium (with a rest frame) for light, whereas an SME coefficient need not
be thought of in this way. The SME coefficients act effectively as background
vacuum fields. Their interactions typically select out a particular particle species.
In fact, if that particle is not the photon, then the SME coefficient will have no
direct influence on the speed of light. Moreover, the SME coefficients carry tensor
indices and therefore have definite spacetime directions in any observer frame.
In the end, while there are some similarities to the old ether, the physical effects
of the SME coefficients are significantly different.

3 Constructing the SME

One of the defining features of the SME is that the theory is observer indepen-
dent [8]. It is therefore important to make clear the distinction between what are
called observer and particle Lorentz transformations. An observer Lorentz trans-
formation is a change of observer frame. It can be viewed as a rotation or boost
of the basis vectors in the local frame. The philosophy of the SME is that even
with Lorentz violation, physics must remain observer independent. The results
of an experiment should not depend on the chosen perspective of any observer.
In contrast, a particle Lorentz transformation is a rotation or boost performed
on an individual particle field while leaving the coordinate frame fixed. In this
case, if there is Lorentz violation, the physics can change.

In terms of what this means for an experiment, the observer invariance of
the SME says that the results of a measurement cannot depend on the choice
of coordinate frame or observational perspective made by the experimenter. On
the other hand, if Lorentz symmetry is broken, the results of the experiment can
change if the apparatus itself is rotated or boosted in some direction, both of
which are examples of particle Lorentz transformations.

Note that this feature of the SME breaks the relativity principle, which is a
central assumption of (unbroken) relativity theory. This principle is often stated
as the equivalence of passive and active Lorentz transformations when one is
performed as the inverse of the other. In the formulation of the SME, however,
the terms passive and active are deliberately avoided since for one thing their
usage is sometimes confused in the literature. More importantly, though, it is
observer independence that is the physically defining feature of the theory, and
the terminology should reflect this. In addition, observers need not be inactive.
The idea in the SME is that even if an observer actively changes its perspective
or relative motion with respect to the apparatus in an experiment, the results
of measurements should remain unchanged.

A similar distinction between observer and particle transformations can be
made for general coordinate transformations performed in the spacetime man-
ifold of a Riemann or Riemann-Cartan geometry [9, 10]. An observer transfor-
mation is simply a change of spacetime coordinates, which leaves the physics
unchanged. On the other hand, a particle transformation is essentially a diffeo-
morphism, which maps one point on the spacetime to another. The change in a
tensor under pullback to the original point is given by the Lie derivative.
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The full SME is defined using a vierbein formalism. This permits a natural
distinction between the spacetime manifold and local Lorentz frames. The vier-
bein eµ

a provides a link between the components of a tensor field Tλµν··· on
the spacetime manifold (denoted using Greek indices) and the corresponding
components Tabc··· in a local Lorentz frame (denoted using latin indices). The
correspondence is given by

Tλµν... = eλ
aeµ

beν
c · · ·Tabc... . (5)

In this notation, the components of the spacetime metric are gµν , while in a local
Lorentz frame, the metric takes the Minkowski form ηab. A necessary condition
for the vierbein is therefore that gµν = eµ

aeν
bηab. Covariant derivatives acting on

tensor fields with local indices introduce the spin connection ωµ
ab. For example,

Dµeν
a = ∂µeν

a − Γα
µνeα

a + ωµ
a
beν

b . (6)

In a Riemann spacetime where Dλgµν = 0, the spin connection is not an indepen-
dent field, but rather is a prescribed function of the vierbein and its derivatives.
However, in a Riemann-Cartan spacetime the spin connection represents inde-
pendent degrees of freedom associated with there being nonzero torsion.

The observer independence of the SME requires that all of the terms in the
lagrangian be observer scalars under both general coordinate transformations
and local Lorentz transformations. This means that every spacetime index and
every local Lorentz index must be fully contracted in the lagrangian.

However, the SME is not invariant under particle diffeomorphisms and local
Lorentz transformations. Explicitly, a diffeomorphism maps one point on the
spacetime to another. It can be characterized infinitesimally in a coordinate
basis by the transformation

xµ → xµ + ξµ . (7)

The four infinitesimal parameters ξµ comprise the diffeomorphism degrees of
freedom. On the other hand, under an infinitesimal particle Lorentz transforma-
tion the field components transform through contraction with a matrix of the
form

Λab ≈ δab + εab , (8)

where εab = −εba are the infinitesimal parameters carrying the six Lorentz de-
grees of freedom and generating the local Lorentz group. Evidently, there are a
total of ten relevant spacetime symmetries.

Violation of these symmetries occurs when an interaction term contains co-
efficients that remain fixed under a particle transformation, such as when as a
particle rotation or boost is performed in a background with a fixed vev.

3.1 Minimal SME

The full SME consists of an unlimited number of observer scalar terms consisting
of contractions of SM fields, gravitational fields, and SME coefficients. To begin
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to explore phenomenology, it makes sense to advance incrementally. Since gauge
symmetry and renormalizability are foundations of our current understanding
in particle physics, a first increment would be to construct a subset theory that
maintains these features. It is referred to as the minimal SME. It will first be
defined in Minkowski spacetime and then generalized to include gravitational
fields in a Riemann-Cartan geometry.

The minimal SME, constructed from dimension four or fewer operators, de-
scribes the leading-order effects of Lorentz violation. This is because the higher-
dimensional terms are expected to be suppressed by additional inverse powers
of the Planck mass compared to those in the minimal SME. Effects involving
couplings to gravitational fields are also expected to be smaller than those in-
volving interactions in the SM, particularly electrodynamic interactions. For this
reason, the Lorentz tests described later on are investigated using primarily a
QED subset of the minimal SME in flat Minkowski spacetime. Nonetheless, it
should be kept in mind that a particular type of Lorentz violation might only
occur at subleading order. For this reason, it is important ultimately to investi-
gate more general tests in the context of the full SME, including gravitational
effects as well as interactions involving higher-dimensional terms. However, that
goes beyond the scope of this overview.

To construct the minimal SME in flat Minkowski spacetime [8], the first
ingredient that must be put in is the minimal SM itself. This consists of quark
and lepton sectors, gauge fields, and a Higgs sector. Denote the left- and right-
handed lepton and quark multiplets by

LA =
(
νA
lA

)

L

, RA = (lA)R , (9)

QA =
(
uA
dA

)

L

, UA = (uA)R , DA = (dA)R , (10)

where A = 1, 2, 3 labels the flavor, with lA = (e, µ, τ), νA = (νe, νµ, ντ ), uA =
(u, c, t), and dA = (d, s, b). The Higgs doublet is denoted by φ. The SU(3), SU(2),
and U(1) gauge fields are Gµ, Wµ, and Bµ, respectively, with corresponding field
strengths: Gµν , Wµν , and Bµν . The gauge couplings are g3, g, and g′, while q
denotes the electric charge. The Yukawa couplings are GL, GU , GD.

The relevant sectors in the SM Lagrangian are:

Llepton =
1
2
iL̄Aγ

µ
↔
DµLA +

1
2
iR̄Aγ

µ
↔
DµRA (11)

Lquark =
1
2
iQ̄Aγ

µ
↔
DµQA +

1
2
iŪAγ

µ
↔
DµUA +

1
2
iD̄Aγ

µ
↔
DµDA (12)

LYukawa = −
[
(GL)ABL̄AφRB + (GU )ABQ̄Aφ

cUB + (GD)ABQ̄AφDB

]
, (13)

LHiggs = (Dµφ)†Dµφ + µ2φ†φ− λ

3!
(φ†φ)2 (14)

Lgauge = −1
2
Tr(GµνG

µν) − 1
2
Tr(WµνW

µν) − 1
4
BµνB

µν , (15)

where Dµ are gauge-covariant derivatives.
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The SME introduces additional Lagrangian terms that are contractions of
these SM fields with the SME coefficients. The SME coefficients are constrained
by the requirement that the Lagrangian be hermitian. For an SME coefficient
with an even number of spacetime indices, the pure trace component is irrelevant
because it maintains Lorentz invariance. Such coefficients may therefore be taken
as traceless.

In the fermion sector of the minimal SME, four sets of terms can be classified
according to whether they involve leptons or quarks and whether CPT is even
or odd. They are

LCPT−even
lepton =

1
2
i(cL)µνABL̄Aγ

µ
↔
DνLB +

1
2
i(cR)µνABR̄Aγ

µ
↔
DνRB (16)

LCPT−odd
lepton = −(aL)µABL̄Aγ

µLB − (aR)µABR̄Aγ
µRB (17)

LCPT−even
quark =

1
2
i(cQ)µνABQ̄Aγ

µ
↔
DνQB +

1
2
i(cU )µνABŪAγ

µ
↔
DνUB

+
1
2
i(cD)µνABD̄Aγ

µ
↔
DνDB (18)

LCPT−odd
quark = −(aQ)µABQ̄Aγ

µQB − (aU )µABŪAγ
µUB

−(aD)µABD̄Aγ
µDB . (19)

In these expressions, the coefficients aµ have dimensions of mass, while cµν are
dimensionless and traceless.

The couplings between fermions and the Higgs field are all CPT even and
are

LCPT−even
Yukawa = −1

2
[
(HL)µνABL̄Aφσ

µνRB + (HU )µνABQ̄Aφ
cσµνUB

+(HD)µνABQ̄Aφσ
µνDB

]
, (20)

where the SME coefficients Hµν are dimensionless and antisymmetric.
The Higgs sector itself can be CPT even or odd. The terms are

LCPT−even
Higgs =

1
2
(kφφ)µν(Dµφ)†Dνφ− 1

2
(kφB)µνφ†φBµν

−1
2
(kφW )µνφ†Wµνφ , (21)

LCPT−odd
Higgs = i(kφ)µφ†Dµφ . (22)

The dimensionless coefficient kφφ can have symmetric real and antisymmetric
imaginary parts. The other coefficients have dimensions of mass.

The gauge sector consists of
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LCPT−even
gauge = −1

2
(kG)κλµνTr(GκλGµν) − 1

2
(kW )κλµνTr(WκλWµν)

−1
4
(kB)κλµνBκλBµν , (23)

LCPT−odd
gauge = (k3)κεκλµνTr(GλGµν +

2
3
ig3GλGµGν)

+(k2)κεκλµνTr(WλWµν +
2
3
igWλWµWν)

+(k1)κεκλµνBλBµν + (k0)κBκ . (24)

The coefficients kG,W,B are dimensionless, have the symmetries of the Riemann
tensor, and have a vanishing double trace. The coefficients k1,2,3 are real and have
dimensions of mass, while k0 is also real and has dimensions of mass cubed. Note
that if any of these CPT-odd terms appear in the theory, they would generate
instabilities associated with negative contributions to the energy. For this reason,
the coefficients k0,1,2,3 are assumed to vanish. Interestingly, it appears that no
radiative corrections in the SME appear to generate nonzero values for these
coefficients, at least to one loop.

It is also important to realize that some of the SME terms can be eliminated
by field redefinitions [8,25,26]. For example, some of the terms involving the coef-
ficients aL,R,Q,U,D can be eliminated by position-dependent field-phase redefini-
tions. Another example is that certain terms involving the coefficients cL,R,Q,U,D
can be absorbed by the terms involving the coefficients HL,U,D through field-
normalization redefinitions. In particular, what this means is that while a field
theory can be written down that ostensibly has explicit Lorentz violation, it
is sometimes the case that there are no physical effects because the theory is
equivalent through field redefinitions to a Lorentz-invariant theory.

Clearly, there are a number of additional theoretical issues that are relevant to
the construction of the SME as a consistent low-energy field theory incorporating
Lorentz violation. These include a more in-depth discussion of the nature of
field theory with Lorentz violation (including quantization of the theory) [8],
issues related to causality [25], the possibility of additional extensions including
for example supersymmetry [27], renormalization [28], electroweak symmetry
breaking [8], radiative corrections [29], spacetime variations of couplings [30],
etc. It is not possible to describe all of these issues here. The interested reader
is referred to the original papers.

3.2 Gravity Sector

The gravity sector of the SME has been discussed in [9], and the minimal theory
(dimension four or fewer terms) has been explicitly constructed. A vierbein for-
malism is used, which gives the theory a close parallel to gauge theory. Lorentz
breaking occurs due to the presence of SME coefficients, which remain fixed
under particle Lorentz transformations in a local frame. In this case, the SME
coefficients carry Latin indices, e.g., ba for a vector, with respect to the local ba-
sis set. The conversion to spacetime coordinates is implemented by the vierbein,
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giving, e.g., bµ = eµ
aba. The lagrangian can then be written in terms of fields

and SME coefficients defined on the spacetime manifold. A natural (though not
required) assumption is that the SME coefficients are smooth functions over the
manifold. It is not necessary to require that they be covariantly constant. In fact,
defining covariantly constant tensors over a manifold places stringent topologi-
cal constraints on the geometry. One simplifying assumption, which could occur
naturally in the context of spontaneous Lorentz breaking, is to assume that the
SME coefficients are constants in the local frame. However, again, this is not a
requirement in the formulation of the SME theory.

To construct the minimal SME including gravity, the first step is to incor-
porate gravitational fields into the usual SM. This is done by rewriting all of
the terms in (11) through (15) with fields and gamma matrices defined with
respect to the local frame (using Latin indices). The vierbein is then used to
convert these terms over to the spacetime manifold. Factors of the determinant
of the vierbein e are included as well so that integration of the lagrangian density
(giving the action) is covariant. Derivatives are understood as well to be both
spacetime and gauge covariant. With these changes, (11), for example, becomes

Llepton =
1
2
ieeµaL̄Aγ

a
↔
DµLA +

1
2
ieeµaR̄Aγ

a
↔
DµRA . (25)

The other terms for the quark, Yukawa, Higgs, and gauge sectors follow a similar
pattern.

The Lorentz-violating SME terms constructed from SM fields are obtained in
a similar way. The various particle sectors can again be divided between CPT odd
and even contributions. Each of the terms in (16) to (24) is then written using
local indices and vierbeins, which convert the equations over to the spacetime
manifold. As an example, (16) becomes

LCPT−even
lepton = −1

2
i(cL)µνABeeµaL̄Aγ

a
↔
DνLB − 1

2
i(cR)µνABeeµaR̄Aγ

a
↔
DνRB .

(26)
The remaining equations follow the same pattern.

The pure-gravity sector of the minimal SME consists of a Lorentz-invariant
gravity sector and a Lorentz-violating sector. The Lorentz-invariant lagrangian
consists of terms that are products of the gravitational fields. In the general case,
this includes terms constructed from curvature, torsion, and covariant deriva-
tives. Einstein’s gravity (with or without a cosmological term) would be a special
case in this sector.

The Lorentz-violating Lagrangian terms in the gravity sector of the minimal
SME are constructed by combining the SME coefficients with gravitational field
operators to produce an observer scalar under local Lorentz transformations and
general coordinate transformations. These consist of products of the vierbein,
the spin connection, and their derivatives, but for simplicity they can be written
in terms of the curvature, torsion, and covariant derivatives. The minimal case
(up to dimension four) has the form:
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LLV
e,ω = e(kT )λµνTλµν + e(kR)κλµνRκλµν + e(kTT )αβγλµνTαβγTλµν

+e(kDT )κλµνDκTλµν . (27)

The SME coefficients in this expression have the symmetries of the associated
Lorentz-violating operators. All except (kT )λµν , which has dimensions of mass,
are dimensionless.

The Lorentz-violating sector introduces additional gravitational couplings
that can have phenomenological consequences, including effects on cosmology,
black holes, gravitational radiation, and post-Newtonian physics. As a starting
point for a phenomenological investigation of the gravitational consequences of
Lorentz violation, it is useful to write down the Riemannian limit of the minimal
SME gravity sector. It is given as [9]

Se,ω,Λ =
1
2κ

∫
d4x

[
e(1 − u)R− 2eΛ + esµνRµν + etκλµνRκλµν

]
. (28)

The SME coefficient (kR)κλµν has been expanded into coefficients sµν , tκλµν , and
u that distinguish the effects involving the Riemann, Ricci, and scalar curvatures.
The coefficients ß have the symmetries of the Ricci tensor, while tκλµν has those
of the Riemann tensor. Taking tracelessness conditions into account, there are
19 independent components.

Another useful limit is the QED subset of the SME. This extension in
Minkowski space has been used extensively to investigate high-precision experi-
mental tests of Lorentz symmetry in atomic and particle systems. Generalizing
to include gravity involves introducing additional vierbein-fermion couplings as
well as a pure-gravity sector. These additional terms can then be investigated for
potential signals of Lorentz violation due to gravitational effects in high-precision
experiments.

A full treatment of the gravity sector of the SME should include looking
at the energy momentum tensor, Einstein’s equations, and consistency relations
between these stemming from, for example, the Bianchi identities. These types
of issues are described in depth in [9]. Interestingly, a difference between theories
with explicit versus spontaneous breaking of Lorentz symmetry is found. In a
generic Riemann-Cartan theory with explicit breaking of Lorentz symmetry, the
Bianchi identities are not consistent with the the covariant conservation laws and
equations of motion. On the other hand, if Lorentz symmetry is spontaneously
broken, the problem is evaded.

4 Spontaneous Lorentz Violation

One of the original motivations for developing the SME was that mechanisms
in string theory suggest that local Lorentz symmetry might be spontaneously
broken [4]. While the full SME describes any observer-independent Lorentz vi-
olation at the level of effective field theory, one important special case is when
Lorentz symmetry is spontaneously broken. This provides an elegant mechanism
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in which the symmetry holds dynamically, but is broken (or hidden) by the so-
lutions of the theory. The lagrangian and equations of motion still respect the
symmetry, however; the vacuum values of the fields do not. Tensor-valued fields
acquire nonzero vevs which have definite spacetime directions, thereby breaking
the symmetry under boosts and rotations.

There are certain theoretical issues that arise when the Lorentz violation is
due to spontaneous symmetry breaking. This section examines some of these is-
sues, in particular, what the fate is of the Nambu-Goldstone modes when Lorentz
symmetry is spontaneously broken.

In gauge theory, it is well known that when a continuous global symmetry
is spontaneously broken, massless Nambu-Goldstone (NG) modes appear [31].
If instead the broken symmetry is local, then a Higgs mechanism can occur in
which the gauge bosons become massive [32]. The question naturally arises as
to what the fate of the NG modes is when Lorentz symmetry is spontaneously
broken and whether a Higgs mechanism can occur for the case of local Lorentz
symmetry (as in a theory with gravity).

This question has recently been addressed in detail in [10]. A generic analy-
sis of theories with spontaneous Lorentz breaking was carried out in Riemann-
Cartan spacetime and in the limiting cases of Riemann and Minkowski spacetime.
A number of general features were found.

First, a connection between spontaneous breaking of local Lorentz symmetry
and diffeomorphisms was found to hold. This occurs because when the vierbein
takes a vacuum value, which for simplicity we can take as its value in a Minkowski
background, eµ

a = δaµ, then if a local tensor acquires a fixed vev, e.g., ba for
the case of a vector, which breaks local Lorentz symmetry, then the associated
spacetime vector bµ as given by contraction with the vierbein also acquires a fixed
vev. The spacetime vev bµ breaks diffeomorphisms. The converse is also true. If
a nonscalar tensor vev on the spacetime manifold breaks diffeomorphisms, then
the associated local tensor will have a vev that breaks local Lorentz symmetry.
In the case of a scalar, the derivatives of the field will have vevs that break local
Lorentz symmetry.

Next, the question of how many NG modes there are and where they reside
was examined. Since there are six Lorentz symmetries and four diffeomorphisms,
which can all be broken when a tensor with a sufficient number of indices acquires
a fixed vev, this means that in general up to ten NG modes can appear. A general
argument shows that these ten modes can all be absorbed as additional degrees
of freedom in the vierbein. A simple counting argument supports this as well.
The vierbein has 16 components. With Lorentz symmetry, six of these modes
can be gauged away. They are usually chosen as the antisymmetric components.
Similarly, diffeomorphisms can be used to remove four additional degrees of
freedom. This leaves six vierbein modes in the general case. Einstein’s theory
has four of these modes as auxiliary, resulting in only two massless modes for the
graviton. However, in a more general gravitational theory, there can be up to six
propagating modes, which in a vierbein formalism are the six vierbein degrees of
freedom. If Lorentz symmetry and diffeomorphisms are broken, then the ability
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to gauge away some of the vierbein degrees of freedom is lost. In particular,
since up to ten symmetries can be broken, up to ten additional modes (the NG
modes) can appear in the vierbein.

The number of NG modes is also affected by the nature of the vev and by
the fact that the symmetry is a spacetime symmetry. For example, in the case of
a vector vev, which breaks three Lorentz symmetries and one diffeomorphism,
it might be expected that there would be three massless NG Lorentz modes and
one massless NG diffeomorphism mode. However, in the case where the vector
vev is a constant, the diffeomorphism mode is found to be an auxiliary mode. It
is also found that there are only two propagating massless Lorentz modes. The
third Lorentz mode is found to be auxiliary as well. In this case, since the NG
modes carry vector indices, it makes sense that a massless vector would only
have two propagating modes. This clearly provides an example where the usual
counting of NG modes (one massless mode per broken generator) does not hold
for the case of a broken spacetime symmetry [33].

It was also found that the fate of the NG modes depends on the geome-
try. In Riemann or Minkowski spacetime, where the torsion is zero, the NG
modes appear as additional massless or auxiliary modes in the vierbein. How-
ever, in Riemann-Cartan spacetime, which has nonzero torsion and where the
spin connection has degrees of freedom that are independent from the vierbein,
the possibility of a Higgs mechanism occurs. This is because a mass term for the
spin connection can form when local Lorentz symmetry is spontaneously bro-
ken. If the theory permits massless propagating modes for the spin connection,
then these modes can acquire a mass. In principle, the mechanism is straight-
forward. However, finding a ghost-free unbroken model with a propagating spin
connection that is compatible with the mass term is challenging.

A specific vector model with spontaneous Lorentz breaking, called a bum-
blebee model, has been used to illustrate the behavior of the NG modes. For
simplicity, this overview will concentrate entirely on this example for the case of
a constant vev. All of the general features described above will be applicable.

Bumblebee models in a gravitational theory were first looked at by Kostelecky
and Samuel as a simple model for investigating the consequences of spontaneous
Lorentz violation [11]. Their properties have been studied in a variety of contexts
[34]. Much of the attention has focused on models with a timelike vev. It has
been suggested that if a NG diffeomorphism mode propagates in this case, then
it would have an unusual dispersion relation [35].

One especially noteworthy feature of the bumblebee model occurs in Minkowski
and Riemann spacetime. It is found (in the linearized theory) that the massless
NG Lorentz modes behave essentially as the photon in an axial gauge [10]. Con-
nections between Lorentz breaking and gauge fixing have been noted previously,
leading to the suggestion that the photon is comprised of NG modes due to spon-
taneous Lorentz breaking [36,37]. However, the approach of the bumblebee model
is different. It is not a U(1) gauge theory, since it contains a potential V that
is not U(1) invariant. The Lorentz breaking is therefore not a U(1) gauge fixing
choice. Nonetheless, the NG modes appear to behave at lowest order as photons
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in an axial gauge. Moreover, there are additional tell-tale signs of Lorentz break-
ing [10]. These include additional SME couplings in Riemann and Minkowski
spacetime as well as anomalous gravitational couplings in the case of a Riemann
geometry. This offers the possibility of letting experiments determine whether
massless photons are the result of unbroken gauge symmetry or whether they
might be due to spontaneously broken Lorentz symmetry.

4.1 Bumblebee Models

The definition of a bumblebee model is that it is a vector theory in which the
vector field Bµ acquires a nonzero vev, which spontaneously breaks Lorentz
symmetry. The lagrangian consists of a kinetic term for Bµ and a potential V
that induces spontaneous Lorentz breaking. The potential is not U(1) gauge
invariant. Typically, the potential imposes a vev ba �= 0 for the vector in a local
frame. The vierbein relates this back to the spacetime vector as Bµ = eµ

aba. For
simplicity, we assume a perturbative solution about a Minkowski background.
This permits us to drop the distinction between latin and Greek indices and to
write

eµν = ηµν +
(

1
2
hµν + χµν

)
, (29)

where the ten symmetric excitations hµν = hνµ are associated with the metric
gµν = ηµν + hµν , while the six antisymmetric components χµν = −χνµ are the
local Lorentz degrees of freedom. In this background, the vacuum solution takes
the form

〈Bµ〉 = bµ , 〈eµν〉 = ηµν . (30)

There are a number of choices for the kinetic and potential terms. Vector-
current interactions and additional vector-curvature couplings that are forbidden
in U(1) gauge theory can be included as well [4, 9].

Here, as an illustrative example, we examine the model given by the La-
grangian

LB =
1
2κ

(eR + ξeBµBνRµν) −
1
4
eBµνB

µν

−eλ(BµB
µ ± b2) − eBµJ

µ , (31)

where κ = 8πG and ξ is a coupling coefficient between the vector field and the
curvature. The kinetic terms in this example are analogous to those in Einstein-
Maxwell theory. However, in the general case in a Riemann-Cartan spacetime,
the torsion contributes to these terms and the field strength is defined by

Bµν = DµBν −DνBµ , (32)

where Dµ are covariant derivatives. The potential term is

V (BµB
µ ± b2) = λ(BµB

µ ± b2) , (33)
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where λ is a Lagrange-multiplier field. It imposes the constraint that the vector
field has a vev ba obeying bab

a = ∓b2 (with the sign corresponding to whether
the vector is timelike or spacelike). The vector field can then be written in terms
of the vierbein and can be expanded perturbatively to give

Bµ = eµab
a ≈ bµ +

(
−1

2
hµν + χµν

)
bν . (34)

The vierbein degrees of freedom include the NG modes.
This model can be studied in a linearized approximation. The symmetric and

antisymmetric components of the vierbein transform as

hµν → hµν ,

χµν → χµν − εµν , (35)

under infinitesimal Lorentz transformations, while under infinitesimal diffeomor-
phisms

hµν → hµν − ∂µξν − ∂νξµ,

χµν → χµν −
1
2
(∂µξν − ∂νξµ) . (36)

In these expressions, quantities of order (εh), (εχ), (ξh), (ξχ), etc. are assumed
small and hence negligible in the linearized treatment.

The NG modes can be found as the virtual fluctuations about the vacuum
solution. These can be written as

δBµ = Bµ − bµ ≈
(
−1

2
hµν + χµν

)
bν . (37)

It is useful to introduce projections on the transverse and longitudinal com-
ponents of δBµ along bµ. Assuming b2 �= 0, these are given by

(P‖)µν =
bµbν
bσbσ

, (P⊥)µν = δµν − (P‖)µν . (38)

Defining the projected fluctuations as

Eµ = (P⊥)µνδBν , ρµ = (P‖)µνδBν ≈ bµρ , (39)

where
ρ = −bµhµνb

ν

2bσbσ
. (40)

lets us write the field Bµ as

Bµ ≈ (1 + ρ)bµ + Eµ . (41)

In terms of these projections, the NG Lorentz and diffeomorphism modes
can be identified. Under a virtual local particle Lorentz transformation only
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components Eµ obeying bµEµ = 0 are excited. These are the NG Lorentz modes,
which evidently obey a condition similar to an axial-gauge condition in U(1)
gauge theory. If instead a virtual infinitesimal diffeomorphism is performed, only
the longitudinal component ρ is excited. It can therefore be identified as the NG
diffeomorphism mode. Note that a metric fluctuation about the vacuum solution,

ηµν → gµν ≈ ηµν − ∂µξν − ∂νξµ , (42)

is generated by the diffeomorphism as well.
The dynamics of the NG modes depend on the background geometry. Three

cases corresponding to Minkowski, Riemann, and Riemann-Cartan spacetime
are examined in the following sections.

4.2 Minkowski Spacetime

In Minkowski spacetime, the curvature and torsion equal zero, and the metric
can be written as

gµν = ηµν . (43)

The bumblebee Lagrangian in (31) reduces to

LB = −1
4
BµνB

µν − λ(BµB
µ ± b2) −BµJ

µ . (44)

In this case, it is found that the diffeomorpism mode ρ cancels in Bµν . It is
therefore an auxiliary mode and does not propagate. The Lorentz modes are
contained in the projection Eµ. Renaming this as Eµ ≡ Aµ and calling the field
strength Fµν ≡ ∂µAν − ∂νAµ lets us rewrite the Lagrangian as

LB → LNG ≈ −1
4
FµνF

µν −AµJ
µ − bµJ

µ + bµ∂νΞµJ
ν , (45)

where Ξµ is the longitudinal diffeomorphism mode ξµ promoted to an NG field.
It is defined by ρ = ∂µΞ

µ. Note that varying with respoct to this auxiliary mode
yields the current-conservation law, ∂µJµ = 0.

The Lagrangian LNG is the effective quadratic lagrangian that governs the
propagation of the NG modes in Minkowski space. The field Aµ has three de-
grees of freedom and automatically obeys an axial-gauge condition bµA

µ = 0.
It contains the three Lorentz NG modes. Depending on the vev bµ, the special
cases of temporal gauge (A0 = 0) and pure axial gauge (A3 = 0) are possible.

It can be seen that in Minkowski spacetime the NG modes resemble those
of a massless photon in U(1) gauge theory in an axial gauge. Unlike the gauge
theory case, however, where the masslessness of the photon is due to unbroken
gauge symmetry, in this case the masslessness of the photon is a consequence of
spontaneously broken Lorentz symmetry. An important question is whether this
interpretation of the photon has experimentally verifiable consequences. Clearly,
there is one additional interaction that does not hold for the usual photon in
gauge theory. This is the Lorentz-violating term bµJ

µ, where Jµ is the charge
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current. This term can be identified with the SME term with coefficient aeµ
that occurs in the QED limit of the SME [8]. This type of SME coefficient if it
is constant is known to be unobservable in experiments restricted to the elec-
tron sector [8,9,25]. However, it can generate signals in the quark and neutrino
sectors. Thus, in experiments with multiple particle sectors, the idea that the
photon results from spontaneous Lorentz violation can potentially be tested in
Minkowski space.

4.3 Riemann Spacetime

In Riemann geometry in a vierbein formalism, the spin connection ωµ
ab appears

in covariant derivatives. However, the metric requirement,

Dλeµ
a = 0 , (46)

and the fact that the torsion vanishes permits the spin connection to be com-
pletely determined in terms of the vierbein as

ωµ
ab =

1
2
eνa(∂µeνb − ∂νeµ

b) − 1
2
eνb(∂µeνa − ∂νeµ

a)

−1
2
eαaeβbeµ

c(∂αeβc − ∂βeαc) . (47)

The spin connection has no independent degrees of freedom in Riemann space-
time, and the NG modes are still contained in the vierbein. In this case (with
gravity), up to six of the 16 components of the vierbein can represent dynamical
degrees of freedom associated with the gravitational fields.

We again consider the bumblebee lagrangian and vacuum as given in (31)
and (30), respectively. The projector-operator decomposition of Bµ reveals that
there are four potential NG modes contained in Eµ and ρ, and the axial-gauge
condition bµEµ = 0 still holds in Riemann spacetime. The field strength Bµν can
be rewritten as

Bµν = (∂µeνa − ∂νeµ
a)ba , (48)

which suggests that the propagation of the vierbein is modified by the bumblebee
kinetic term.

The effective lagrangian for the NG modes can be found by expanding the
bumblebee lagrangian to quadratic order, keeping couplings to matter currents
and curvature. The result in terms of the decomposed fields is

LNG ≈ 1
2κ

[
eR + ξebµbνRµν + ξeAµAνRµν

+ξeρ(ρ + 2)bµbνRµν + 2ξe(ρ + 1)bµAνRµν

]

−1
4
eFµνF

µν − eAµJ
µ − ebµJ

µ + ebµ∂νΞµJ
ν , (49)

where again the Lorentz modes are relabeled as Aµ ≡ Eµ, which obeys bµA
µ = 0,

and the field strength is Fµν ≡ ∂µAν − ∂νAµ. The gravitational excitations hµν
obey the condition hµνb

µ = 0.
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The form of this effective lagrangian reveals that only two of the four po-
tential NG modes propagate. These are the transverse Lorentz NG modes. The
longitudinal Lorentz and the diffeomorphism NG modes are auxiliary. In par-
ticular, the curvature terms do not provide kinetic terms for ρ. This is because,
metric fluctuations in the form of a diffeomorphism excitation produce only a
vanishing contribution to the curvature tensor at linear order.

In Riemann spacetime, the NG Lorentz modes again resemble the photon in
an axial gauge. The interaction with the charged current Jµ also has the ap-
propriate form. However, possible signals for testing the idea that the photon
is due to Lorentz violation can be found. In particular, there are unconven-
tional couplings of the curvature with Aµ, ρ, and bµ. The curvature couplings
eAµAνRµν , are forbidden by gauge invariance in conventional Einstein-Maxwell
electrodynamics, but they can appear here in a theory with Lorentz violation.
The term ξebµbνRµν/2κ corresponds to an SME coefficient of the sµν type in the
gravity sector of the SME. The remaining terms also represent Lorentz-violating
couplings that are included in the SME. Any of these signals could serve to pro-
vide experimental evidence for the idea that the photon is an NG mode due to
spontaneous Lorentz violation.

4.4 Riemann-Cartan Spacetime

In a Riemann-Cartan spacetime, the vierbein eµ
a and the spin connection ωabµ are

independent degrees of freedom. As a result, the effects of spontaneous Lorentz
breaking are very different from the cases of Minkowski and Riemann spacetime.
In particular, it has been found that when the torsion is nonzero it is possible for
a Higgs mechanism to occur [10]. This will be illustrated below in the context
of the bumblebee model in Riemann-Cartan spacetime.

One immediate question concerning the possibility of a Higgs mechanism in
a gravitational theory is whether the graviton acquires a mass or not. Indeed,
even a small mass for the graviton can modify the predictions of general relativity
leading to disagreement with experiment [38]. However, it was shown some time
ago that a conventional Higgs mechanism cannot give rise to a mass for the
graviton since the terms that are generated involve derivatives of the metric [11].

A generic Lagrangian for a theory with spontaneous Lorentz violation in
Riemann-Cartan spacetime can be written as

L = L0 + LSSB . (50)

Here, we assume L0 contains only gravitational terms formed from the curvature
and torsion and describes the unbroken theory, while LSSB induces spontaneous
Lorentz violation. For a Higgs mechanism to occur involving the spin connection,
L0 should describe massless propagating modes for the spin connection prior to
the spontaneous breaking of Lorentz symmetry. The theory should also be free
of ghosts. It turns out that these conditions severely restrict the possibilities for
model building. The number of ghost-free theories with massive and massless
propagating spin connection modes is limited [39, 40]. The number of propa-
gating modes in these models depends on the presence of additional accidental
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symmetries. The symmetry-breaking lagrangian LSSB typically breaks one or
more of the accidental symmetries when the tensor field acquires a vev, which
complicates the analysis of potential models.

In the bumblebee model in (31) the symmetry-breaking part of the lagrangian
is

LSSB = −1
4
eBµνB

µν − eλ(BµB
µ ± b2) . (51)

In a Riemann-Cartan spacetime, the field strength Bµν is defined in (32). In
terms of the vierbein and spin connection, it becomes

Bµν =
(
eµ

bων
a
b − eν

bωµ
a
b

)
ba . (52)

Note that this expression reduces back to (48) in the limits of Riemann and
Minkowski spacetimes, where the spin connection is given by (47).

When Bµν is squared, quadratic terms in ωµ
a
b appear in the Lagrangian,

which perturbatively have the form

− 1
4
eBµνB

µν ≈ −1
4
(ωµρν − ωνρµ)(ωµσν − ωνσµ)bρbσ . (53)

It is these quadratic terms that suggest that a Higgs mechanism can occur in-
volving the absorption of the NG modes by the spin connection. It should be
noted that this is only possible in Riemann-Cartan spacetime with nonzero tor-
sion, since otherwise (as in Riemann spacetime) the spin connection has no
independent degrees of freedom.

In [10], a number of different models for the kinetic terms L0 were considered.
As mentioned, the difficulty in building a viable model with a Higgs mechanism
comes from finding a kinetic term describing propagating modes that are com-
patible with (53) as a mass term. If ghosts are permitted, this is straightforward.
For example, with the choice

L0 =
1
4
RλκµνR

λκµν . (54)

all the fields ωλµν with λ �= 0 propagate as massless modes. When this is com-
bined with LSSB, we find that among the propagating modes in the linearized
theory there is a massive mode. Other examples can be studied as well and are
aided by decomposing the fields ωλµν according to their spin-parity projections
JP in three-dimensional space. This reveals that the mass term consists of a
physical 1+ mode and a 1− gauge mode. Models can be found in which L0 in-
cludes a massless 1+ mode. However, typically the propagating massless modes
involve combinations of JP projections, which makes finding compatibility with
LSSB all the more challenging.

In the end, a number of issues remain open for future investigation. Studies
of the large variety of possible Lorentz-invariant lagrangians L0 can lead to new
models in which the spin connection acquires a mass due to spontaneous Lorentz
breaking. Different choices for LSSB can also be considered, including ones in
which the spontaneous Lorentz violation involves one or more tensor fields. This
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would certainly affect the dynamics of the NG modes as well. From a broader
theoretical point of view, the incorporation of spontaneous Lorentz violation in
theories with torsion opens up a new arena in the search for ghost-free models
with propagating massive modes.

Certainly, there are implications for phenomenology in the context of Riemann-
Cartan spacetime. The relevant mass scale in the Higgs mechanism is set by b2.
Even if this is on the order of the Planck mass, the existence of fields associ-
ated with Lorentz violation could have effects on cosmology, black holes, and
gravitational radiation. Since all of the relevant terms in any of these models
are included in the SME in Riemann-Cartan spacetime, a systematic approach
would be to investigate possible new signals in that context.

5 Phenomenology

The minimal SME described in Sect. 3.1 has been used extensively in recent years
by experimentalists and theorists to search for leading-order signals of Lorentz
violation. To date, Planck-scale sensitivity has been attained to the dominant
SME coefficients in a number of experiments involving different particle sectors.
These include experiments with photons [29, 41–46], electrons [47–53], protons
and neutrons [54–59], mesons [60,61], muons [62–64], neutrinos [8,17,65–67], and
the Higgs [68]. It should be noted that despite the length of this list of experi-
ments, a substantial portion of the SME coefficient space remains unexplored.

In the remaining sections, an overview of some of the recent tests of Lorentz
and CPT symmetry in a Minkowski background will be given. In particular, since
many of the sharpest test are performed in high-precision atomic and particle
experiments involving photons and charged particles, much of the focus will be
on the QED limit of the minimal SME. However, two other particle sectors are
briefly described as well. These involve testing Lorentz and CPT symmetry with
mesons and neutrinos.

5.1 Mesons

Experiments with mesons have long provided some of the sharpest tests of CPT.
Since CPT and Lorentz symmetry are intertwined in field theory, these exper-
iments also provide additional tests of Lorentz symmetry. Investigations in the
context of the SME have found very high sensitivity to the CPT-odd aµ coeffi-
cients in the SME.

The time evolution of a meson P 0 and its antimeson P̄ 0 is governed by a
2×2 effective hamiltonian Λ in a description based on the Schrödinger equation.
Here, P represents one of the neutral mesons K, D, Bd, Bs. The hamiltonian
can be written as [61,69]

Λ =
1
2
∆λ

(
U + ξ V W−1

V W U − ξ

)
, (55)
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where the parameters U , V , W , and ξ are complex. The factor ∆λ/2 ensures
these parameters are dimensionless. Imposing conditions on the trace and de-
terminant gives the relations U ≡ λ/∆λ and V ≡

√
1 − ξ2. The independent

complex parameters W = w exp(iω) and ξ = Re[ξ]+iIm[ξ] have four real compo-
nents. One is physically unobservable. The argument ω changes under a phase
redefinition of the P 0 wave function. The three others are physical. The two
real numbers Re[ξ], Im[ξ] determine the amount of CPT violation, with CPT
preserved if and only if both are zero.

The dominant CPT-violating contributions to the effective hamiltonian Λ
can be calculated as expectation values of interaction terms in the SME. The
result in terms of ξ is

ξ ∼ βµ∆aµ , (56)

where βµ = γ(1,β) is the four-velocity of the P meson in the laboratory frame
and the coefficients ∆aµ are combinations of SME coefficients.

The 4-velocity (and 4-momentum) dependence in (56) shows explicitly that
CPT violation cannot be described with a constant complex parameter in quan-
tum field theory [61]. Nonetheless, most experiments have fit their data to a
constant value of ξ. Experiments in the kaon system [70], for example, have at-
tained bounds of order 10−4 on the real and imaginary parts of ξ. More recently,
however, analyses have been performed taking into account that in an experi-
ment ∆aµ varies with the magnitude and direction of the momentum and with
sidereal time as the Earth rotates. These experiments have attained sensitivities
to ∆aµ on the order of 10−20 GeV in the kaon system and 10−15 GeV in the D
system [60]. Additional bounds for the Bd and Bs systems can be obtained as
well in future analyses.

5.2 Neutrinos

A general analysis in the context of the SME has searched for possible signals
of Lorentz violation in neutrino physics [66]. Among other things, it looked at
how free neutrinos with Dirac and Majorana couplings oscillate in the presence
of Lorentz violation. Remarkably, a number of possible models exist in which
Lorentz violation (with or without massive neutrinos) contributes to neutrino
oscillations. One two-parameter model in particular, consisting of massless neu-
trinos, called the bicycle model, reproduces features in observed data (except
for the LSND experiment). Indeed, a statistical analysis performed using data
from Super-Kamiokande on atmospheric neutrinos finds that the fit based on
the bicycle model is essentially as good (within a small marginal error) to the fit
based on small mass differences [65]. Further investigations looking for sidereal
time variations will be able to distinguish oscillations associated with Lorentz
violation from those due to small mass differences.

5.3 QED Sector

Traditionally, many of the sharpest tests of Lorentz and CPT symmetry have
been made with photons or in particle or atomic systems where the predominant
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interactions are described by QED. This would include the original Michelson-
Morley experiments and their modern-day versions [42–44]. The Lorentz tests
known as Hughes-Drever experiments are atomic experiments in which two high-
precision atomic clocks consisting of different atomic species are compared as the
Earth rotates [54]. These provide exceptionally sharp tests of Lorentz symme-
try. Similarly, some of the best CPT tests for leptons and baryons – involving
direct comparisons of particles and antiparticles – are made by atomic physicists
working with Penning traps [47,48,59].

In order to look for the leading order signals of Lorentz and CPT violation
in these types of experiments, it is useful to work with a subset of the minimal
SME lagrangian that is relevant to experiments in QED systems. The QED limit
of the minimal SME can be written as

LQED = L0 + Lint . (57)

The lagrangian L0 contains the usual Lorentz-invariant terms in QED describ-
ing photons, massive charged fermions, and their conventional couplings, while
Lint contains the Lorentz-violating interactions. Since the minimal SME in flat
spacetime is restricted to the remormalizable and gauge-invariant terms in the
full SME, the QED sector interactions in Lint have a finite number of terms. For
the case of photons and a single fermion species ψ the Lorentz-violating terms
are given by [71]

Lint = −aµψ̄γµψ − bµψ̄γ5γ
µψ + icµνψ̄γµDνψ

+idµνψ̄γ5γ
µDνψ − 1

2
Hµνψ̄σµνψ

−1
4
(kF )κλµνFκλFµν +

1
2
(kAF )κεκλµνAλFµν . (58)

Here, iDµ ≡ i∂µ − qAµ. The terms with coefficients aµ, bµ and (kAF )µ are odd
under CPT, while those with Hµν , cµν , dµν , and (kF )κλµν preserve CPT. All
seven terms break Lorentz symmetry. In general, superscript labels will be added
to these parameters to denote the particle species.

This Lagrangian emerges naturally from the minimal SME sector for charged
leptons, following the usual assumptions of electroweak symmetry breaking and
mass generation. Lagrangian terms of the same form are expected to describe
protons and neutrons in QED systems as well, but where the SME coefficients
represent composites stemming from quark and gluon interactions. It is certainly
the case that QED and its relativistic quantum-mechanical limits describe pro-
ton and neutron electromagnetic interactions in atoms in excellent agreement
with experiments. Defining terms involving composite SME parameters for pro-
tons and neutrons is therefore a reasonable extension of the theory. The QED
extension of the SME treats protons and neutrons as the basic constituents of
the theory. The lagrangian Lint then contains the most general set of Lorentz-
violating interactions in this context.

Since the corrections due to Lorentz violation at low energy are known to
be small, it is sufficient in many situations to work in the context of relativistic
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quantum mechanics using perturbation theory. To do so, a Hamiltonian is needed
such that

i∂0χ = Ĥχ , (59)

where Ĥ = Ĥ0 + Ĥpert. The perturbative hamiltonian Ĥpert associated with
Lorentz violation can be generated using a Foldy-Wouthuysen approach and by
making appropriate field redefinitions [49, 57]. The result for a massive fermion
particle is

Ĥpert = aµγ
0γµ − bµγ5γ

0γµ − c00mγ0 − i(c0j + cj0)Dj

+i(c00Dj − cjkD
k)γ0γj − dj0mγ5γ

j + i(d0j + dj0)Djγ5

+i(d00Dj − djkD
k)γ0γ5γ

j +
1
2
Hµνγ

0σµν . (60)

Here, the letters j, k, l, etc. represent the three spatial directions in a laboratory
frame. The j = 3 (or z direction) is usually chosen as the quantization axis. The
corresponding hamiltonian for the antiparticle can be obtained using charge
conjugation.

The SME coefficients are expected to be fixed with respect to a nonrotating
coordinate frame. As a result, the SME coefficients b0, bj , etc. would change
as the Earth moves. In order to give measured bounds in a consistent manner,
a nonrotating frame is chosen. Often, this is chosen as a sun-centered frame
using celestial equatorial coordinates. These are denoted using upper-case let-
ters T ,X,Y ,Z. Typically, experiments sensitive to sidereal time variations are
sensitive to a combination of parameters, which are denoted using tildes. For
example, the bµ tilde coefficients with µ = j are defined as

b̃ej ≡ bej −mdej0 −
1
2
εjklH

e
kl , (61)

These combinations are projected onto the nonrotating frame, where the com-
ponents with respect to the celestial equatorial coordinate frame are beX , beY , beZ ,
etc. The relation between the laboratory and nonrotating components is

b̃e1 = b̃eX cosχ cos(Ωt) + b̃eY cosχ sin(Ωt) − b̃eZ sinχ ,

b̃e2 = −b̃eX sin(Ωt) + b̃eY cos(Ωt) ,
b̃e3 = b̃eX sinχ cos(Ωt) + b̃eY sinχ sin(Ωt) + b̃eZ cosχ . (62)

The angle χ is between the j = 3 lab axis and the direction of the Earth’s
rotation axis, which points along Z. The angular frequency Ω . 2π/(23h 56m)
is that corresponding to a sidereal day.

6 Tests in QED

Before examining individual tests of Lorentz symmetry in QED systems, it is
useful to examine some of the more general results that have emerged from these
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investigations. One general feature is that sensitivity to Lorentz and CPT vi-
olation in these experiments stems primarily from their ability to detect very
small anomalous energy shifts. While many of the experiments were originally
designed to measure specific quantities, such as charge-to-mass ratios of parti-
cles and antiparticles or differences in g factors, it is now recognized that these
experiments are most effective as Lorentz and CPT tests when all of the energy
levels in the system are investigated for possible anomalous shifts. As a result
of this, a number of new signatures of Lorentz and CPT violation have been
discovered in recent years that were overlooked previously.

A second general feature concerns how these atomic experiments are typically
divided into two groups. The first (Lorentz tests) looks for sidereal time varia-
tions in the energy levels of a particle or atom. The second (CPT tests) looks for
a difference in the energy levels between a particle (or atom) and its antiparticle
(or antiatom). What has been found is that the sensitivity to Lorentz and CPT
violation in these two classes of experiments is not distinct. Experiments tradi-
tionally viewed as Lorentz tests are also sensitive to CPT symmetry and vice
versa. Nonetheless, it is important to keep in mind that that there are differences
as well. For example, the CPT experiments comparing matter and antimatter
are directly sensitive to CPT-violating parameters, such as bµ, whereas Lorentz
tests are sensitive to combinations of CPT-preserving and CPT-violating para-
meters, which are denoted using a tilde. Ultimately, both clases of experiments
are important and should be viewed as complementary.

It has become common practice to express sensitivities to Lorentz and CPT
violation in terms of the SME coefficients. This provides a straightforward ap-
proach that allows comparisons across different types of experiments. Since each
different particle sector in the QED extension has an independent set of Lorentz-
violating SME coefficients, these are distinguished using superscript labels. A
thorough investigation of Lorentz and CPT violation necessarily requires look-
ing at as many different particle sectors as possible.

6.1 Photons

The lagrangian describing a freely propagating photon in the presence of Lorentz
violation is given by [45]

L = −1
4
FµνF

µν − 1
4
(kF )κλµνFκλFµν +

1
2
(kAF )κεκλµνAλFµν , (63)

where the field strength Fµν is defined by Fµν ≡ ∂µAν − ∂νAµ.
The coefficient kAF , which is odd under CPT, has been investigated exten-

sively both theoretically and experimentally [41, 45]. Theoretically, it is found
that this term leads to negative-energy contributions and is a potential source
of instability in the theory. One solution is to set kAF to zero, which has been
shown to be consistent with radiative corrections in the SME. However, strin-
gent experimental constraints also exist consistent with kAF ≈ 0. These result
from studying the polarization of radiation from distant radio galaxies. In what
follows, we will therefore ignore the effects of the kAF terms.
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The terms with coefficients kF , which is even under CPT, have been inves-
tigated more recently [45]. These terms provide positive-energy contributions.
There are 19 independent components in the kF coefficients. It is useful to
rewrite them in terms of a new set, κ̃e+, κ̃e−, κ̃o+, κ̃o−, and κ̃tr. Here, κ̃e+,
κ̃e−, and κ̃o− are 3 × 3 traceless symmetric matrices (with 5 independent com-
ponents each), while κ̃o+ is a 3 × 3 antisymmetric matrix (with 3 independent
components), and the remaining coefficient κ̃tr is the only rotationally invariant
component.

The lagrangian can be written in terms of the new set and the usual electric
and magnetic fields E and B as follows:

L =
1
2
[(1 + κ̃tr)E2 − (1 − κ̃tr)B2] +

1
2
E · (κ̃e+ + κ̃e−) · E

−1
2
B · (κ̃e+ − κ̃e−) · B + E · (κ̃o+ + κ̃o−) · B . (64)

This lagrangian gives rise to modifications of Maxwell’s equations, which
have been explored in recent astrophysical and laboratory experiments. Ten of
the coefficients, κ̃e+ and κ̃o−, lead to birefrigence of light. Bounds on these
parameters of order 2 × 10−32 have been obtained from spectropolarimetry of
light from distant galaxies [45]. The nine coefficients, κ̃tr, κ̃e−, and κ̃o+, have
been bounded in a series of recent laboratory photon experiments. Seven of
the eight κ̃e− and κ̃o+ coefficients, have been bounded in experiments using
optical and microwave cavities. Sensitivities on the order of κ̃o+ � 10−11 and
κ̃e− � 10−15 have been attained [42]. The trace coefficient has been estimated
to have an upper bound of κ̃tr � 10−4 from Ives-Stilwell experiments [43]. The
remaining κ̃e− coefficient has recently been bounded at the level of 10−14 using
a rotating apparatus [44].

6.2 Penning Traps

There are primarily two leading-order signals of Lorentz and CPT violation
that can be searched for in experiments in Penning traps [49]. One is a tra-
ditional CPT test, comparing particles and antiparticles, while the other is a
Lorentz test that looks for sidereal time variations. Both types of signals have
been investigated in recent years in experiments with electrons and positrons.
The experiments involve making high-precision measurements of the anomaly
frequency ωa and the cyclotron frequency ωc of the trapped electrons and/or
positrons.

The first test was a reanalysis was performed by Dehmelt’s group using ex-
isting data for electrons and positrons in a Penning trap [47]. The idea was to
look for an instantaneous difference in the anomaly frequencies of electrons and
positrons, which can be nonzero when CPT and Lorentz symmetry are broken.
Dehmelt’s original measurements of g − 2 did not involve looking for possible
instantaneous variations in ωa. Instead, the ratio ωa/ωc was computed using av-
eraged values. However, Lorentz-violating corrections to the anomaly frequency
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ωa can occur even if the g factor remains unchanged. An alternative analy-
sis therefore looks for an instantaneous difference in the electron and positron
anomaly frequencies. The new bound found by Dehmelt’s group can be expressed
in terms of the parameter be3, which is the component of beµ along the quantiza-
tion axis in the laboratory frame. The bound they obtained is |be3| � 3 × 10−25

GeV.
The second signal for Lorentz and CPT violation in the electron sector in-

volves measurements of the electron alone [48]. Here, the idea is that the Lorentz
and CPT-violating interactions depend on the orientation of the quantization
axis in the laboratory frame, which changes as the Earth turns on its axis. As a
result, both the cyclotron and anomaly frequencies have small corrections which
cause them to exhibit sidereal time variations. Such a signal can be measured us-
ing just electrons, which eliminates the need for comparison with positrons. The
bounds in this case are given with respect to a nonrotating coordinate system
such as celestial equatorial coordinates. The interactions involve a combination
of laboratory-frame components that couple to the electron spin. The combina-
tion is denoted as b̃e3 ≡ be3−mde30−He

12. The bound can be expressed in terms of
components X, Y , Z in the nonrotating frame. It is given as |b̃eJ | � 5×10−25GeV
for J = X,Y .

Although no g − 2 experiments have been made for protons or antiprotons,
there have been recent bounds obtained on Lorentz violation in comparisons of
cyclotron frequencies of antiprotons and H− ions confined in a Penning trap
[59]. In this case the sensitivity is to the dimensionless parameters cpµν . Future
experiments with protons and antiprotons will be able to provide tests that are
sensitive to bpµ.

6.3 Clock-Comparison Experiments

The classic Hughes-Drever experiments are atomic clock-comparison tests of
Lorentz invariance [54,57]. There have been a number of different types of these
experiments performed over the years, with steady improvements in their sensi-
tivity. They involve making high-precision comparisons of atomic clock signals
as the Earth rotates. The clock frequencies are typically hyperfine or Zeeman
transitions. Many of the sharpest Lorentz bounds for the proton, neutron, and
electron stem from atomic clock-comparison experiments. For example, Bear et
al. in [54] used a two-species noble-gas maser to test for Lorentz and CPT viola-
tion in the neutron sector. They obtain a bound |b̃nJ | � 10−31 GeV for J = X,Y ,
which is currently the best bound for the neutron sector.

It should also be pointed out that certain assumptions about the nuclear
configurations must be made to obtain bounds in clock-comparison experiments.
For this reason, these bounds should be viewed as good to within about an order
of magnitude. To obtain cleaner bounds it is necessary to consider simpler atoms
or to perform more sophisticated nuclear modeling.

Note as well that these Earth-based laboratory experiments are not sensitive
to Lorentz-violation coefficients along the J = Z direction parallel to Earth’s
rotation axis. They also neglect the velocity effects due to Earth’s motion around
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the sun, which would lead to bounds on the timelike components along J = T .
These limitations can be overcome by performing experiments in space or by
using a rotation platform. The earth’s motion can also be taken into account. A
recent boosted-frame analysis of the dual noble-gas maser experiment has yielded
bounds on the order of 10−27 GeV on many boost-dependent SME coefficients
for the neutron that were previously unbounded [56].

6.4 Experiments in Space

Clock-comparison experiments performed in space would have several advantages
over traditional ground-based experiments [58]. For example, a clock-comparison
experiment conducted aboard the International Space Station (ISS) would be
in a laboratory frame that is both rotating and boosted. It would therefore
immediately gain sensitivity to both the Z and timelike directions. This would
more than triple the number of Lorentz-violation parameters that are accessible
in a clock-comparison experiment. Another advantage of an experiment aboard
the ISS is that the time needed to acquire data would be greatly reduced (by
approximately a factor of 16). In addition, new types of signals would emerge
that have no analogue in traditional Earth-based experiments. The combination
of these advantages should result in substantially improved limits on Lorentz
and CPT violation. Unfortunately, the USA has canceled its missions aimed at
testing fundamental physics aboard the ISS. However, there is still a European
mission planned for the ISS which will compare atomic clocks and H masers.
Therefore, the opportunity to perform these new Lorentz and CPT tests is still
a possibility.

6.5 Hydrogen and Antihydrogen

Hydrogen atoms have the simplest nuclear structure, and antihydrogen is the
simplest antiatom. These atoms (or antiatoms) therefore provide opportunities
for conducting especially clean Lorentz and CPT tests involving protons and
electrons.

There are three experiments underway at CERN that can perform high-
precision Lorentz and CPT tests in antihydrogen [12]. Two of the experiments
(ATRAP and ATHENA) intend to make high-precision spectroscopic measure-
ments of the 1S-2S transitions in hydrogen and antihydrogen. These are for-
bidden (two-photon) transitions that have a relative linewidth of approximately
10−15. The ultimate goal is to measure the line center of this transition to a part
in 103 yielding a frequency comparison between hydrogen and antihydrogen at
a level of 10−18. An analysis of the 1S-2S transition in the context of the SME
shows that the magnetic field plays an important role in the attainable sensi-
tivity to Lorentz and CPT violation [50]. For instance, in free hydrogen in the
absence of a magnetic field, the 1S and 2S levels are shifted by equal amounts at
leading order. As a result, in free H or H̄ there are no leading-order corrections to
the 1S-2S transition frequency. In a magnetic trap, however, there are fields that
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can mix the spin states in the four different hyperfine levels. Since the Lorentz-
violating interactions depend on the spin orientation, there will be leading-order
sensitivity to Lorentz and CPT violation in comparisons of 1S-2S transitions in
trapped hydrogen and antihydrogen. At the same time, however, these transi-
tions are field-dependent, which creates additional experimental challenges that
would need to be overcome.

An alternative to 1S-2S transitions is to consider the sensitivity to Lorentz
violation in ground-state Zeeman hyperfine transitions. It is found that there are
leading-order corrections in these levels in both hydrogen and antihydrogen [50].
The ASACUSA group at CERN is planning to measure the Zeeman hyperfine
transitions in antihydrogen. Such measurements will provide a direct CPT test.

Experiments with hydrogen alone have been performed using a maser [55].
They attain exceptionally sharp sensitivity to Lorentz and CPT violation in
the electron and proton sectors of the SME. These experiments use a double-
resonance technique that does not depend on there being a field-independent
point for the transition. The sensitivity for the proton attained in these ex-
periments is |b̃pJ | � 10−27 GeV. Due to the simplicity of hydrogen, this is an
extremely clean bound and is currently the most stringent test of Lorentz and
CPT violation for the proton.

6.6 Muon Experiments

Experiments with muons involve second-generation leptons and provide tests of
CPT and Lorentz symmetry that are independent of the tests involving electrons.
There are several different types of experiments with muons that have recently
been conducted, including muonium experiments [62] and g−2 experiments with
muons at Brookhaven [63]. In muonium, experiments measuring the frequencies
of ground-state Zeeman hyperfine transitions in a strong magnetic field have the
greatest sensitivity to Lorentz and CPT violation. A recent analysis has searched
for sidereal time variations in these transitions. A bound at the level of |b̃µJ | ≤
2 × 10−23 GeV has been obtained [62]. In relativistic g − 2 experiments using
positive muons with “magic” boost parameter δ = 29.3, bounds on Lorentz-
violation parameters are possible at a level of 10−25 GeV. However, the analysis
of these experiments is still underway at Brookhaven.

6.7 Spin Polarized Torsion Pendulum

Experiments using spin polarized torsion pendula have been conducted at the
University of Washington and in Taiwan. These experiments currently provide
the sharpest bounds on Lorentz and CPT symmetry in the electron sector [52].
These experiments are able to achieve very high sensitivity to Lorentz violation
because the torsion pendula have a huge number of aligned electron spins but a
negligible magnetic field.

The pendulum at the University of Washington is built out of a stack of
toroidal magnets, which in one version of the experiment achieved a net electron
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spin S . 8 × 1022. The apparatus is suspended on a rotating turntable and
the time variations of the twisting pendulum are measured. An analysis of this
system shows that in addition to a signal having the period of the rotating
turntable, the effects due to Lorentz and CPT violation also cause additional
time variations with a sidereal period caused by the rotation of the Earth. The
group at the University of Washington has analyzed data taken in 1998 and find
that thay have sensitivity to the electron coefficients at the levels of |b̃eJ | � 10−29

GeV for J = X,Y and |b̃eZ | � 10−28 GeV. More recently, a new pendulum
has been built, and it is expected that 20-fold improved sensitivities will be
attained [72].

The Taiwan experiment also uses a rotating torsion pendulum, which is made
of a ferrimagnetic material. This group achieved a net polarization of S . 8.95×
1022 electrons in their pendulum. The bounds they obtain for the electron are at
the levels of |b̃eJ | � 3.1 × 10−29 GeV for J = X,Y and |b̃eZ | � 7.1 × 10−28 GeV.

7 Conclusions

This overview describes the development and use of the SME as the theoreti-
cal framework describing Lorentz violation in the context of field theory. The
philosophy of the SME is that any interactions that are observer invariant and
involve known fields at low energy are included in the theory. As an incremental
first step, the minimal SME (and its QED limit) can be constructed. This the-
ory maintains gauge invariance and power-counting renormalizability. It is the
suitable framework for investigating leading-order signals of Lorentz violation.

In addition to constructing the SME, we have examined the special case
of spontaneous Lorentz breaking. In particular, the question of what the fate of
the Nambu-Goldstone modes is when Lorentz symmetry is spontaneously broken
has been addressed. We have demonstrated that spontaneous particle Lorentz
violation is accompanied by spontaneous particle diffeomorphism violation and
vice versa, and that up to 10 NG modes can appear. These modes can comprise
10 of the 16 modes of the vierbein that in a Lorentz-invariant theory are gauge
degrees of freedom. The fate of the NG modes is found to depend also on the
spacetime geometry and on the behavior of the tensor vev inducing spontaneous
Lorentz violation. These results have been illustrated using a bumblebee model.
In Minkowski and Riemann spacetimes, it is found that the NG modes propagate
like the photon in an axial gauge. In Riemann-Cartan spacetimes, the interesting
possibility exists that the spin connection could absorb the propagating NG
modes in a gravitational version of the Higgs mechanism. This unique feature of
gravity theories with torsion may offer another phenomenologically viable route
for constructing realistic models with spontaneous Lorentz violation.

Phenomenology has been investigated using the minimal SME. Experiments
in QED systems continue to provide many of the sharpest tests of Lorentz and
CPT symmetry. In recent years, a number of new astrophysical and laboratory
tests have been performed that have lead to substantially improved sensitivities
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Table 1. Summary of leading-order bounds for the parameter b̃J .

Expt Sector Params (J = X,Y ) Bound (GeV)

Penning Trap electron b̃e
J 5 × 10−25

Hg-Cs clock electron b̃e
J ∼ 10−27

comparison proton b̃p
J ∼ 10−27

neutron b̃n
J ∼ 10−30

He-Xe dual maser neutron b̃n
J ∼ 10−31

H maser electron b̃e
J 10−27

proton b̃p
J 10−27

Muonium muon b̃µ
J 2 × 10−23

Spin Pendulum electron b̃e
J 10−29

b̃e
Z 10−28

for the photon. Similarly, atomic experimentalists continue to find ways of im-
proving the sensitivity to Lorentz violation in many of the matter sectors of the
SME. For comparison across different atomic experiments a summary of recent
bounds on the b̃J coefficients in the minimal SME is given in Table 1. These
bounds are within the range of sensitivity associated with suppression factors
arising from the Planck scale. A more complete table would list all of the coeffi-
cients in the minimal SME. Note that many SME coefficients have still not been
measured. Future experiments, in particular those performed in boosted frames,
are likely to provide sensitivity to many of these currently unmeasured SME
coefficients. In addition, the overall sensitivity of these experiments is expected
to improve over the coming years.
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29. R. Jackiw and V.A. Kostelecký, Phys. Rev. Lett. 82, 3572 (1999); M. Pérez-
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56. F. Canè et al., Phys. Rev. Lett. 93, 230801 (2004).
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At a time when we are all fully aware of the remarkable longevity of Special Rel-
ativity, I review some recent advances in “beyond Special Relativity” research,
attempting to make the case that this field is reaching a fair level of maturity. I
briefly discuss both some recent attempts to set up systematic general searches of
departures from Special Relativity, and some more focused programmes which
find their motivation in certain key aspects of the quantum-gravity problem
and in certain open issues for cosmology. For one of the hypothesis being con-
sidered in the quantum-gravity literature, the one of Planck-scale effects that,
while inducing departures from some Special-relativistic laws, do not give rise
to a loss of equivalence among inertial observers, I give a rather detailed self-
contained introduction. I also stress the fact that beyond-Special-Relativity re-
search is now being developed with a methodology that in some ways resembles
the one adopted in the “beyond the Standard Model” particle-physics research
programme. I argue that the rich tradition of beyond-Standard-Model research
should be followed even more closely, but I also stress that some differences will
inevitably remain, reflecting the differences between setting up test theories for
a “universal”/“frame” theory (Special Relativity) and for a nonuniversal theory
(the Standard Model).

1 Introduction and Summary

Beyond Special Relativity

One might say that Special Relativity is not really a “fundamental” theory:
it only emerges in a particular limit (a specific solution of the equations) of
General Relativity. But Special Relativity, now 100 years old, still is legitimately
viewed as fundamental in a wide class of physical contexts. Even in analyses
involving gravitational phenomena one often gets away describing the spacetime
metric gµν in terms of a Minkowski background metric, ηµν , and a “gravity
field” Lorentz tensor hµν , related to g and η by the relation hµν = gµν − ηµν .
And special relativity reigns supreme in the vast class of phenomena studied
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in particle physics, where one can safely assume that the processes unfold in
a Minkowski background spacetime, with metric ηµν , and that “gravitational
interactions” among particles are negligible.

Of course as the success of Special Relativity becomes more and more re-
markable scientists become more and more determined to place it under fur-
ther scrutiny. Indeed over these past few years there has been a renewed effort
in setting up formalisms suitable for use in exploring systematically possible
departures from special-relativistic laws. And, besides these necessary “look-
everywhere tests” of Special Relativity, in these past few years there has also
been increased interest in the possibility that departures from certain relevant
special-relativistic laws might lead to the solution of some outstanding open
issues for theoretical physics.

Quantum Gravity (and Cosmology)

In particular, several authors have argued that the transition from (special-)
relativistic quantum field theory to (the still unknown) “quantum gravity” might
force special relativity to relinquish even its present privileged status within
particle physics, as soon as we acquire sensitivity to Planck-scale corrections to
particle-physics processes.

The description of Planck-scale corrections to particle-physics processes will
be a key aspect of the Minkowski limit of quantum gravity. In our current con-
ceptual framework Special Relativity emerges in the Minkowski limit, where one
deals with situations that allow the adoption of a Minkowski metric through-
out, and one might wonder whether the Minkowski limit of quantum gravity
could still be governed by Special Relativity. The issue will be of particular in-
terest if quantum gravity admits a limit in which one can assume throughout
a (expectation value of the) metric of Minkowski type, but some Planck-scale
features of the fundamental description of spacetime (such as spacetime discrete-
ness and/or spacetime noncommutativity) are still not completely negligible. I
will denominate “nontrivial Minkowski limit” this type of Minkowski limit in
which essentially the role of the Planck scale in the description of gravitational
interactions (expressing the gravitational constant G in terms of the Planck
scale) can be ignored, but the possible role of the Planck scale in spacetime
structure/kinematics is still significant. For various approaches to the quantum-
gravity problem evidence as emerged in support of this possibility of a nontriv-
ial Minkowski limit. While there is no fully-developed proposed solution of the
quantum-gravity problem based on a fundamentally noncommutative spacetime
picture, it has been observed that the hypothesis that in general the correct fun-
damental description of spacetime should involve noncommutativity can imply
that in particular the Minkowski limit is described in terms of noncommuting
spacetime coordinates, and this is found [1–8] to naturally lead to a nontrivial
Minkowski limit with departures from classical Poincaré symmetry. In the liter-
ature on the loop-quantum-gravity approach one finds a large number (although
all of preliminary nature) of arguments [9–13] supporting the possibility of a
nontrivial Minkowski limit, primarily characterized by a Planck-scale-modified
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energy-momentum (dispersion) relation. For the string-theory approach, while
there are no studies arguing that the availability of a nontrivial Minkowski limit
is necessary, there is a large literature (see, e.g., [5,6] and references therein) on
a nontrivial Minkowski limit with broken Lorentz symmetry.

The fate of Poincaré symmetry in such nontrivial Minkowski limits is of
course a key issue both phenomenologically and from a conceptual perspective.
In the large number of studies produced between 1997 and 2000 on the possibil-
ity of a nontrivial Minkowski limit for quantum gravity it was always assumed
that Poincaré (and in particular Lorentz) symmetry would be broken: the Galilei
Relativity Principle would not hold with Planck-scale accuracy. On the basis of
an analogy with the century-old process which led from Galilei/Newton Rela-
tivity, through the analysis of Maxwell’s electrodynamics,1 to Einstein’s Special
Relativity, I argued in [14] that the Minkowski limit of quantum gravity might
be characterized by a “doubly special relativity” (DSR), a relativistic theory
with two, rather than one, nontrivial relativistic invariants (the Planck scale in
addition to the speed-of-light scale), but still fully compatible with the Galilei
Relativity Principle. Since the idea of a Planck-scale-broken Poincaré symmetry
has a long tradition in the quantum-gravity literature, and should be familiar
to most readers, whereas the hypothesis of a “DSR Minkowski limit” has only
been considered over these past few years, I will provide in these lectures a self-
contained introduction to DSR, but I will only comment briefly on Planck-scale
broken-Poincaré-symmetry scenarios.

I should stress that besides the study of the quantum-gravity problem there
are other research areas in which the possibility of some departures from special-
relativistic laws is being considered as a possible solution to some outstanding
open issues. In particular, it has been observed [15–17] that the hypothesis of
a “time-varying speed-of-light constant”2 could address some of the same issues
that in cosmology are usually described in terms of inflation. Just like with infla-
tion one places far-away regions of the Universe in causal contact by introducing
an “accelerated expansion era”, a law for the time-variation of the speed-of-light
constant in which the speed of light has a larger value at earlier times would also
place in causal contact some far-away regions of the Universe. Since inflation-
based cosmology still lacks a genuine “smoking gun” data verification, and there
are some researchers finding some aspects of inflation not fully satisfactory at the
conceptual level, it is not surprising that time-varying speed-of-light cosmology
is attracting some interest. Moreover, there is some tentative evidence [18,19] of
time-varying “constants” (such as α) which may in turn be used [17] to motivate
research on a time-varying speed-of-light constant.
1 The role of the speed scale “c” in Maxwell’s electrodynamics was first viewed as a

manifestation of a ether violating the Relativity Principle, but was ultimately under-
stood as a manifestation of a needed transition in the formulation of the relativistic
theory.

2 I follow other authors in speaking of “time-varying constants”...of course if their
values did indeed change in time they would not be constants... but they used to be
considered as constants...
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Concerning the possible encouragement from preliminary data, the situation
for time-varying speed-of-light cosmology is actually rather analogous to the one
of Planck-scale departures from special relativity within quantum gravity: with
presently-available data one could argue that the predicted “GZK cutoff” for
cosmic rays is not being seen [18,19], and a possible explanation could come [20–
23] from Planck-scale departures from special relativity.

Planck-scale departures from special relativity have actually been advocated
in a recent variant of time-varying speed-of-light cosmology. One of the effects
most discussed in the quantum-gravity literature on Planck-scale departures
from special relativity is a Planck-scale modification of the energy-momentum
(dispersion) relation, with an associated energy-dependence of the speed of mass-
less particles. In some cases this energy dependence is such that the speed can
grow very large at high energies, and since in the early Universe the typical
energies of particles were very high, this scenario would also provide an “effec-
tive time dependence” of the speed of light: there would actually be no genuine
time dependence, but the Planck-scale-induced energy dependence of the speed
of photons would mimic a time dependence, since at different times in the evo-
lution of the Universe particles are expected to have different typical energies.

Just Like “Beyond the Standard Model”

Very few authors, especially in science magazines, appear to notice the similar-
ities between beyond-Special-Relativity research and the “beyond the Standard
Model” particle-physics research programme. Somehow the success of Special
Relativity is often foolishly perceived as an indication that “this theory is right”,3

while the success of the Standard Model particle physics is correctly viewed as
an indication that this theory is somehow very accurate in the regimes presently
accessible to us, but should still eventually break down. Seminars contemplating
possible departures from Special Relativity often start with one form or another
of apology, while no apology is offered at seminars considering grandunification,
supersymmetric gauge theories, technicolor models...

There are of course some reasons for this. First of all it must be acknowledged
that, especially in the “old days”, there have been too many papers that were
claiming to look “beyond Special Relativity”, but actually only reflected poor
understanding of Special Relativity itself. And there have been too many papers
in which the motivation proposed for the analysis did not go much further than
Star Trek. Perhaps more importantly, departures from Special Relativity have
been already “discovered” many times by authors who however did not realize
fully, e.g., the difference between phase velocity and signal velocity. It is then
not surprising that for a portion of the physics community (and an even more
significant portion of the community of outsiders) the motivations for research
beyond the Standard Model of particle physics appear clear and robust, while a
cloud of suspicion surrounds research beyond Special Relativity.
3 I write this in quotes since this sentence (in spite of being frequently used) has no

meaning.
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Still, as beyond-Special-Relativity research is becoming more mature, it is
legitimate to expect that the perception will also change. After all both beyond-
Special-Relativity and beyond-Standard-Model research are primarily driven by
hints that point us toward additional structures in the laws of Nature at short-
distance/high-energy scales. It is natural to guide the experimental tests in the
direction of some open conceptual issues, such as the “hierarchy problem” on
one side and the short-distance structure of spacetime on the other side. And,
since indeed both the Standard Model and Special Relativity are in excellent
agreement with all presently-available data, the primary motivation for beyond-
Special-Relativity and beyond-Standard-Model research is just to provide guid-
ance for further testing of these remarkably successful theories. So far both have
succeeded: guidance has been provided to those performing experimental tests
(but all the results of the tests have been negative on both sides).

While some similarities between these two research programmes are a natural
consequence of their similar objectives, there are even some other, apparently
fortuitous, similarities. For example, it is amusing to notice that in the men-
tioned “doubly special relativity” part of beyond-Special-Relativity research one
of the most studied candidate formalisms is based on a Hopf-algebra description
of spacetime symmetries, and Hopf algebras may be viewed as a sort of “loop-
hole” of the Coleman-Mandula theorem, just like the idea of supersymmetry,
the most popular beyond-Standard-Model research programme. The Coleman-
Mandula theorem, focusing on symmetry algebras that are fully characterized by
commutators of the generators, basically leads to the conclusion that in particle
physics there cannot be alternatives to (or extensions/generalizations of) the
Poincaré symmetry algebra. In a Hopf-algebra formulation of the description of
spacetime symmetries one contemplates the possibility that the symmetry gen-
erators are also to satisfy nontrivial co-commutator relations (see later), while
supersymmetric particle-physics models are based on symmetry generators which
also satisfy nontrivial anti-commutator relations.4

There are of course also some important differences between these two re-
search programmes, due to the fact Special Relativity is a “universal” (or
“frame”) theory [25], a theory applicable to any kind of physical phenomenon,
whereas the Standard Model of particle physics is a “nonuniversal” theory, which
is intended only for the description of one aspect (some of the interactions among
particles) of the particle-physics arena. Indeed the Standard Model is subject to
Special Relativity, and all successful tests of the Standard Model may also be
viewed as tests of Special Relativity (while the reverse of course is not true).
This also affects the development of test theories: in considering departures
from Special Relativity one often ends up facing the challenge of developing
completely new formalisms that introduce significant changes in the “rules of
the game”, instead particle-physics theories “beyond the Standard Model” typi-
cally still make use of the familiar machinery based on relativistic quantum field
theory, gauge invariance and all that. Perhaps it is for this reason that in looking
4 I have heard this point about the Coleman-Mandula theorem, supersymmetry alge-

bras and Hopf algebras most elegantly stressed in seminars by J. Wess (e.g., [24]).
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beyond Special Relativity one often cannot avoid feeling disoriented, as if one
was looking in the dark, while at least some ways to introduce departures from
the Standard Model of particle physics allow us to work with the reassuring
feeling of a systematic approach within a known scheme.

Plan of These Notes

In the next section I describe briefly some aspects of beyond-Special-Relativity
research, focusing on research programmes that attempt to set up a systematic
investigation of some classes of possible departures from Poincaré symmetry,
on research programmes that are inspired by the study of the quantum-gravity
problem, and on research programmes that are inspired by some open issues in
cosmology.

Then, in Sect. 3, I provide a more detailed description of some quantum-
gravity scenarios which would indeed lead to departures from Poincaré symme-
try. And, in Sect. 4, I give a brief, but self-contained, introduction to “doubly-
special relativity”.

In Sect. 5, I provide some additional comments on the similarities between
beyond-Special-Relativity and beyond-Standard-Model research, while in Sect. 6
I offer some closing remarks.

2 Some Key Aspects
of Beyond-Special-Relativity Research

The primary motivation of research beyond Special Relativity is of course the
one of providing targets for the experimentalists that are testing Special Rela-
tivity. And one is naturally tempted to set up formalism encoding “all possible
departures” from Special Relativity, so that the experimental searches could be
as general as possible and the formalism would provide to experimentalists a
sort of “language” to use in comparing experimental results. While it is indeed
important to be guided by this objective, in practice the concept of a formal-
ism encoding “all possible departures” from Special Relativity is not even well
defined: one may allow a large number of free parameters, but in setting up the
formalism one inevitably ends up making assumptions about the form of the
laws that one is contemplating. It is therefore important to also develop focused
research programmes that look at some open theoretical-physics issues and ex-
plore the possible implications for Special Relativity, since this type of exercise
will sometimes expose some hidden assumptions in other approaches. For ex-
ample, the mentioned idea of a “doubly special relativity” made us realize that
previous test theories for Special Relativity were only testing scenarios in which
not only the second postulate but also the first “Relativity Principle” postulate
would be violated. We now know that this is not the only option: there might be
some departures from the second postulate, while still preserving the validity of
the first postulate (i.e. preserving the equivalence of inertial observers). Another
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relevant example, coming from outside research beyond Special Relativity (but
closely-related research testing another symmetry), is the one of test theories for
CPT symmetry, which usually assume departures from CPT symmetry that are
independent of the momenta of the particles entering the process. Some quantum
pictures of spacetime ended up motivating the presence of some momentum de-
pendence [26] and whereas within the momentum-independent scheme the best
presently-available limits are established using neutral-kaon data (see, e.g., [27]),
the analysis of some momentum-dependent departures from CPT symmetry sug-
gests [26] that neutral-B-meson experiments should be most sensitive.

In summary, while it would be nice to claim that all possible departures from
Special Relativity are being systematically investigated, in practice we combine
some simple general schemes of wide applicability, which provide some overall
guidance to tests of Special Relativity and make “the minimum possible” num-
ber of assumptions, with some programmes looking carefully at open issues in
theoretical physics, looking for hints of specific departures from Special Relativ-
ity, possibly also of types not previously included in the general schemes guiding
the first-level “systematic” explorations.

As open issues in theoretical physics which may provide hints toward physics
beyond Special Relativity I consider here as “good examples” the one of research
on the quantum-gravity problem and research on alternatives to the inflation
mechanism in cosmology. But before going to these topics, let me start by de-
scribing briefly some attempts of “general formalisms for systematic searches of
departures from Special Relativity”.

Some General Formalisms for Systematic Searches

A popular attempt to provide a framework for systematic searches of depar-
tures from Special Relativity is the so-called “Standard Model Extension” (see,
e.g., [28–32]), which allows for a very general parametrization of new effects
within the context of a Lagrangian-based quantum-field-theory setup. Besides
the strict implementation of the field-theory machinery this approach assumes
various other building principles, including classical conservation of energy-
momentum, Hermiticity, microcausality, positivity of energy, gauge invariance,
and power-counting renormalizability.5 Moreover it is also assumed that the de-
partures from Special Relativity would be of a type that one could possibly de-
scribe in a spontaneous-symmetry-breaking setup: the Lagrangian is a Lorentz-
transformation scalar and the departures from Special Relativity are only ob-
tained by assuming that some of the vectors and tensors that appear in the La-
grangian are not describing dynamical fields but are rather fixed/nondynamical

5 I am calling “Standard Model Extension” the model described with this name
in [28, 29] Readers should however notice that in the most recent literature (see,
e.g., [33]) this same model is sometimes referred to as “minimal Standard Model
Extension”, and instead with “Standard Model Extension” one denotes a general-
ization which allows for powercounting-nonrenormalizable terms, while insisting on
the other premises of the original Standard Model Extension.
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tensors6 (which may well be the vacuum expectation value of some dynami-
cal field). Essentially, the parameters of the Standard Model Extension are just
additional interactions with constant fields.7

The Standard Model Extension is an excellent example of what one would
naturally do in trying to provide a general framework for systematic searches of
departures from Special Relativity: it introduces a very general parametrization,
able to describe a large variety of new effects, and relies on a well-defined and
rather reasonable set of assumptions about the “rules of the game”. Essentially
the Standard Model Extension assumes that the departures from Special Rela-
tivity could be described by adding new parameters, but no conceptually new
structures, to the presently-adopted formalisms. This is reassuring from a theo-
retical perspective, since the logical consistency of the approach is relatively safe
(it relies on the logical consistency of the original theories), and is advantageous
for experimentalists, since it allows them to interpret their data within the con-
text of a familiar formalism. Still, it may well be that the correct description of
departures from Special Relativity would instead require the introduction of new
structures, a change in the rules of the game. For example, most of the quantum-
gravity intuition (see later) for departures from Special Relativity invites one to
consider effects that are not described by power-counting-renormalizable terms.
And indeed some authors, even when adopting an approach that is primarily
based on quantum field theory, have chosen to look beyond the Standard-Model-
Extension setup, considering Planck-scale-suppressed effects which are in fact not
described by power-counting-renormalizable terms (see, e.g., [36, 37]).

Of course, it is also possible to renounce to the assumption of a Lagrangian
generating the dynamical equations, and in fact there is a rich phenomenology
being developed introducing the generalizations directly at the level of the dy-
namical equations [38,39]. This is of course more general than the Lagrangian ap-
proach: for example, the generalized Maxwell equation discussed in [39] predicts
effects that go beyond the Standard Model Extension. And charge conservation,
which automatically comes out from the Lagrangian approach, can be violated
in models generalizing the field equations [39]. However, if one “by hand” gen-
eralizes the dynamical equations it is necessary to proceed cautiously [39,40] in
order to ensure the logical consistency of the approach.

The comparison of the Standard-Model-Extension approach and of the ap-
proach based on generalizations introduced directly at the level of the dynamical
equations illustrates how different “philosophies” lead to different strategies for
setting up a “completely general” systematic investigation of possible depar-
tures from Special Relativity. By removing the assumption of the availability of
6 Of course, I am considering here fixed tensors, which are tensors that take different

(matrix) value in different reference frames. If the vacuum of a field theory is charac-
terized by a fixed (nondynamical) tensor then different observers are not equivalent,
since they can be distinguished from one another using indeed the fact that the
tensor takes different values in different inertial frames.

7 This kind of generalizations in the photonic sector had been introduced and discussed
earlier by Ni [34] and Haugan and Kauffmann [35].
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a Lagrangian the second approach is “more general”. Still no “general approach”
can be absolutely general: in principle one could always consider removing an
extra layer of assumptions.

Some quantum-gravity arguments actually do provide motivation to remove
even more assumptions. A significant portion of the quantum-gravity community
is in general, justifiably, skeptical about the results obtained using low-energy
effective field theory in analyses relevant for the quantum-gravity problem. Af-
ter all the first natural prediction of low-energy effective field theory in the
gravitational realm is a value of the energy density which is some 120 orders of
magnitude greater than allowed by observations.8 This observation may be com-
bined with various arguments that suggest the possibility of Planck-scale-induced
departures from quantum mechanics (“quantum-gravity-induced decoherence”),
which also should render us cautious about applying the standard description of
dynamics, through quantum field theory and the dynamical equations of motion,
in the quantum-gravity realm. Moreover, it has emerged (see later) that in some
quantum-gravity scenarios, if one goes ahead anyway applying the effective-field-
theory machinery, one stumbles upon a “IR/UV mixing” (see, e.g., [5,6]) which
basically implies that low-energy effective field theory, when applied in those
quantum-gravity contexts, is void of any predictive power [41]. Basically this
theories do not enjoy Wilson decoupling: whereas our ignorance of the UV sec-
tor of the laws of Nature does not affect the low-energy predictivity of theories
that enjoy Wilson decoupling, in presence of “IR/UV mixing” one can obtain
a reliable description of low-energy physics only when the laws of Nature are
exactly known all the way up to the infinite-energy regime.

While of course we cannot exclude that somehow low-energy-effective-field-
theory techniques be applicable to the quantum-gravity realm, in light of the
information presently available to us it is rather naive to assume that our present
standard description of dynamics should necessarily work in the description of
Planck-scale-induced effects. If the arguments that encourage the use of new
descriptions of dynamics at the Planck scale are correct, then a sort of “or-
der of limits problem” clearly arises. We know that in some limit (a limit that
characterizes our most familiar observations) the field-theoretic description and
Lorentz invariance will hold. So we would need to establish whether experiments
that are sensitive to Planck-scale departures from Lorentz symmetry could also
be sensitive to Planck-scale departures from the field-theoretic description of
dynamics. As an example, one may consider the possibility (not unlikely in a
context which is questioning the fate of Lorentz symmetry) that quantum gravity
would admit a field-theory-type description only in reference frames in which the
process of interest is essentially occurring in its center of mass (no “Planck-large

8 And the outlook of low-energy effective field theory in the gravitational realm does
not improve much through the observation that exact supersymmetry could protect
from the emergence of any energy density. In fact, Nature clearly does not have
supersymmetry at least up to the TeV scale, and this would still lead to a natural
prediction of the cosmological constant which is some 60 orders of magnitude too
high.
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boost” [42] with respect to center-of-mass frame). The field theoretic description
could emerge in a sort of “low-boost limit”, rather than the expected low-energy
limit.9

As a result of these concerns for the description of dynamics, several authors
have adopted an approach to the search of Planck-scale-induced departures from
Special Relativity which focuses on pure kinematics. This of course restricts the
number of experimental contexts from which to obtain experimental limits, since
it is not easy to find situations [43] in which a pure-kinematics analysis is possible
(often even some aspects which at first appear to be relevant only for kinematics
are actually affected indirectly by the description of dynamics), but it eliminates
some potentially unreliable assumptions about the description of dynamics.

Most of the recent work10 within this pure-kinematics approach may be pri-
marily characterized by the following parametrization of the energy-momentum
(dispersion) relation

m2
a . E2 − p2 + γap2 + ηap2 E

Ep
+ ζap2E

2

E2
p

+ . . . , (1)

where Ep denotes as usual the Planck energy scale (∼ 1028 eV) and the index
“a” leaves room for a possible dependence of the effects on the type of particle
which is being considered.

While in the first studies [9, 36] that proposed a phenomenology based on
(1) the key effect under consideration concerned the “signal velocity”, obtained
from the dispersion relation according to11 v = dE/dp, more recently (starting

9 The regime of low boosts with respect the center-of-mass frame is often indistin-
guishable with respect to the low-energy limit. For example, from a Planck-scale
perspective, our laboratory experiments (even the ones conducted at, e.g. CERN,
DESY, SLAC...) are both low-boost (with respect to the center of mass frame) and
low-energy. However, the “UHE cosmic-ray paradox”, for which a quantum-gravity
origin has been conjectured [20, 23], occurs in a situation where all the energies of
the particles are still tiny with respect to the Planck energy scale, but the boost with
respect to the center-of-mass frame (as measured by the ratio E/mproton between
the proton energy and the proton mass) could be considered to be “large” from a
Planck-scale perspective (E/mproton � Ep/E, with Ep denoting the Planck energy
scale).

10 Although recently most of the activity on the “pure-kinematics front” takes as mo-
tivation the quantum-gravity problem and is set up in such a way to reflect that
intuition, the general idea of pure-kinematics Special-Relativity test theories has a
tradition that extends over several decades and was not originally connected with
quantum-gravity research. In particular, the RMS (Robertson–Mansouri–Sexl) test
theory [44,45], which introduces anomalous effects for light propagation, has received
significant consideration by experimentalists.

11 Even the apparently safe assumption of “v = dE/dp” has been, and understandably,
challenged by some quantum-gravity studies (see, e.g., [46–49]). As stressed in [43,50]
one possible concern here is whether quantum gravity leads to a modified Heisenberg
uncertainty principle, [x, p] = 1 + F (p). Assuming a Hamiltonian description is still
available, v = dx/dt ∼ [x,H(p)], the relation v = dE/dp essentially follows from
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with the studies reported in [20–23,51]) the phenomenology has considered also
the possibility of Planck-scale modifications of the kinematical thresholds for
particle reactions, and the analyses also relied on some general parametrization of
possible Planck-scale departures from the law of energy-momentum conservation.

This concludes my list of four possible “completely general” (each not really
completely general) approaches to the search of departures from Special Rela-
tivity: (a) the Standard Model Extension, (b) the Standard Model Extension en-
riched by power-counting-nonrenormalizable terms, whose phenomenology was
first advocated in [9, 36], (c) the approach based on direct modification of dy-
namical equations (without necessarily demanding that the modified equation
be derivable from a Lagrangian), and (d) the pure-kinematics approach. I shall
not dwell on whether or not this is a complete list: my true objective was just to
expose the fact that there are many “completely general” approaches (character-
ized by different assumptions), and therefore none of them is really completely
general.

Intuition from Quantum Gravity

Already in my discussion of “general formalisms for systematic searches” I men-
tioned some elements of intuition that have originated in the quantum-gravity
literature: the possibility of effects whose magnitude is governed by ratios of
the energy of the particles involved in the processes and the Planck energy
scale (which in field-theory language invites one to consider terms which are not
power-counting renormalizable) and the possibility that departures from Special
Relativity might accompanied by departures from our presently-adopted laws of
description of dynamics. But this is only a very small sample of the elements of
intuition being provided by quantum-gravity research. The variety of scenarios
for the fate of Special Relativity at the Planck scale is so large that I am setting
aside for it the next section.

Let me just anticipate here the fact that some quantum-gravity scenarios (or
quantum-spacetime pictures) also invite to consider the possibility of energy-
dependent birefringence: photons may propagate in a way that depends on their
direction of polarization as seen by a certain preferred frame and the magnitude
of this effect may depend on the energy (wavelength) of the photon.

Moreover, as already mentioned in the Introduction, while all non-quantum-
gravity-motivated tests of Special Relativity actually tested the possibility of
“broken Poincaré symmetry” (departures from Special Relativity that are such
that the equivalence of inertial observers is lost), the “doubly-special relativ-
ity” scenario, which emerged recently [14, 52–56] in the quantum-gravity litera-
ture, provides motivation for tests of the possibility of “Planck-scale deformed

[x, p] = 1. But if [x, p] �= 1 then v = dx/dt ∼ [x,H(p)] would not lead to v = dE/dp.
There is much discussion in the quantum-gravity community of the possibility of
modifications of the Heisenberg uncertainty principle at the Planck scale, and this
would invite us once again to remove an additional layer (the “v = dE/dp” layer)
of assumptions inherited from the standard formalism, but I shall not dwell on this
possibility in these notes.
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Poincaré symmetry”. Section 4 is devoted to a self-contained introduction of this
scenario.

Intuition from Cosmology

There is research beyond Special Relativity also in cosmology. There the moti-
vation usually comes from two sources, a theory intuition and some preliminary
data. On the theory side, some authors, in spite of the good level of success of in-
flation models, are still concerned about some conceptually unappealing aspects
of inflation, such as the high level of fine tuning that inflation models require.
And inflation is primarily considered as a way to introduce an early-Universe
time interval in which effectively the “causality light cone” grows very large,
placing in causal contact regions of the Universe that would otherwise be discon-
nected. Some authors have considered the possibility that the light cone might
have really been larger at early times, by introducing [15–17] a “time-varying
speed-of-light constant”. If the time dependence is adjusted appropriately, this
scenario can of course replace inflation in creating a framework for placing in
causal contact regions of the Universe that would instead be disconnected if the
speed of light was time independent.

On the experiment side, the general idea of time-varying “constants”, and
in particular a time-varying speed-of-light constant, receives some (however pre-
liminary) encouragement from observations [18, 19] which could indeed suggest
a time variation of time-varying “constants” (such as α).

These arguments from the cosmology literature may provide motivation for
a specific type of tests of Special Relativity, in which somehow the basic rel-
ativistic structures are largely preserved, but the constant c is replaced by a
time-dependent c(t).

As mentioned in the first section, there is also a certain level of overlap
between the quantum-gravity research beyond Special Relativity and cosmol-
ogy research beyond Special Relativity, as illustrated by the very recent sce-
narios [17,57] in which Planck-scale departures from Special Relativity (possibly
introducing a wavelength dependence of the speed of photons) are used to obtain
a new variant of time-varying-speed-of-light cosmology (since in the early Uni-
verse the typical wavelength of particle was much higher than at present times).
And other areas of overlap between these two motivations for research beyond
Special Relativity may soon emerge: for example, in Loop Quantum Gravity
there is much discussion of possible departures from some special-relativistic
laws [9–13] and there has also been a strong interest in the implications of Loop
Quantum Gravity for cosmology [58–60]. If indeed Loop Quantum Gravity hosts
some departures from Special Relativity it is likely that they would affect sig-
nificantly the analyses on the cosmology side.

Aside on Analog Models and Condensed-Matter Systems

I choose not to comment on any other branch of research beyond Special Rel-
ativity, which could provide (like quantum gravity and cosmology) inspiration
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for focused searches of some specific departures from Special Relativity. There
are some other proposals which are guided by defendable motivation, but I find
more useful for the scopes of these notes to mention, however briefly, a research
line in which some condensed-matter models are used to get intuition on how
Special Relativity might be violated at high energies. Most of the key tests of
Special Relativity involve particle physics, but particle physicists typically only
have familiarity with certain specific mechanisms (for example, the spontaneous-
symmetry-breaking mechanism) to introduce departures from a given symme-
try. Condensed-matter theorists have a complementary expertise in dealing with
symmetries. They are used to describe the degrees of freedom that are measured
in the laboratory as collective excitations within a theoretical framework whose
primary description is given in terms of much different, and often practically
inaccessible, fundamental degrees of freedom. And in some regimes (e.g. close
to a critical point) some symmetries arise for the collective-excitations theory,
which do not carry the significance of fundamental symmetries, and are in fact
lost as soon as the theory is probed somewhat away from the relevant regime.
Notably, some familiar systems are known to exhibit a form of special-relativistic
invariance in certain limits, even though, at a more fundamental level, they are
described in terms of a nonrelativistic theory.

Besides the intuition emerging form the study of open problems in quantum-
gravity research and cosmology, it is important that the searches of possible de-
partures from Special Relativity take into account the intuition coming from well-
understood (but little-known within the particle-physics community) condensed-
matter systems which may be viewed as toy models for spacetime physics. Among
these possible toy models an important class is the one of “gravity analog mod-
els” (see, e.g., [61–63]). For example, there is close analogy between the propa-
gation of sound waves in a moving fluid and the propagation of light waves in a
curved spacetime. And there is a possible connection between the “analog-model
intuition” and the “quantum-gravity intuition”, as illustrated by the observa-
tion [61] that supersonic fluid flow can generate a “dumb hole”, the acoustic
analogue of a black hole, and one can study “phononic Hawking radiation” from
the acoustic horizon.

3 More on the Quantum-Gravity Intuition

After a rather general perspective adopted in the first pages of these notes, I
am now going to gradually focus the analysis by first discussing how specifically
the quantum-gravity problem motivates the study of departures from Special
Relativity, and then, in the next section, I will consider one particular scenario,
the “doubly-special relativity” scenario, for Planck-scale departures from Special
Relativity.

In this section I first discuss how some alternative perspectives on the
quantum-gravity problem provide different types of intuition toward the fate
of Special Relativity at the Planck scale. Then I comment on departures from
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Special Relativity which one encounters in the study of the most popular ap-
proaches to the quantum-gravity problem: string theory, loop quantum gravity,
and noncommutative geometry.

3.1 The Three Perspectives on the Quantum-Gravity Problem
and Their Implications for the Fate of Special Relativity
at the Planck Scale

It is probably fair to state that each quantum-gravity research line can be con-
nected with one of three perspectives on the problem: the particle-physics per-
spective, the General-Relativity perspective and the condensed-matter perspec-
tive.

From a particle-physics perspective it is natural to attempt to reproduce
as much as possible the successes of the Standard Model of particle physics.
One is tempted to see gravity simply as one more gauge interaction. From this
particle-physics perspective a natural solution of the quantum-gravity problem
should have its core features described in terms of graviton-like exchange in a
background classical spacetime. Indeed this structure is found in String Theory,
the most developed among the quantum-gravity approaches that originate from
a particle-physics perspective.

The General-Relativity perspective naturally leads us to reject the use of a
background spacetime [64,65]. According to General Relativity the evolution of
particles and the structure of spacetime are selfconsistently connected: rather
than specify a spacetime arena (a spacetime background) beforehand, the dy-
namical equations determine at once both the spacetime structure and the evo-
lution of particles. Although less publicized, there is also growing awareness of
the fact that, in addition to the concept of background independence, the devel-
opment of General Relativity relied heavily on the careful consideration of the
in-principle limitations that measurement procedures can encounter.12 In light
of the various arguments suggesting that, whenever both quantum mechanics
and General Relativity are taken into account, there should be an in-principle
Planck-scale limitation to the localization of a spacetime point (an event), the
general-relativity perspective invites one to renounce to any direct reference to a
classical spacetime [66–70]. Indeed this requirement that spacetime be described
as fundamentally nonclassical (“fundamentally quantum”), the requirement that
the in-principle measurability limitations be reflected by the adoption of a cor-
responding measurability-limited description of spacetime, is another element of
intuition which is guiding quantum-gravity research from the general-relativity
perspective. This naturally leads one to consider discretized spacetimes, as in
the Loop Quantum Gravity approach, or noncommutative spacetimes.

The third possibility is a condensed-matter perspective on the quantum-
gravity problem (see, e.g., [71, 72]), in which spacetime itself is seen as a sort

12 Think for example of the limitations that the speed-of-light limit imposes on certain
setups for clock synchronization and of the contexts in which it is impossible to
distinguish between a constant acceleration and the presence of a gravitational field.
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of emerging critical-point entity. As stressed already in the previus section,
condensed-matter theorists are used to describe the degrees of freedom that
are measured in the laboratory as collective excitations within a theoretical
framework whose primary description is given in terms of much different, and
often practically inaccessible, fundamental degrees of freedom. Close to a critical
point some symmetries arise for the collective-excitations theory, which do not
carry the significance of fundamental symmetries, and are in fact lost as soon
as the theory is probed somewhat away from the critical point. Notably, some
familiar systems are known to exhibit special-relativistic invariance in certain
limits, even though, at a more fundamental level, they are described in terms of
a nonrelativistic theory.

Clearly for the condensed-matter perspective on the quantum-gravity prob-
lem it is natural to see the familiar classical continuous Lorentz symmetry only
as an approximate symmetry.

Results obtained over the last few years (which are partly reviewed later
in these notes) allow us to formulate a similar expectation from the general-
relativity perspective. Loop quantum gravity and other discretized-spacetime
quantum-gravity approaches appear to require a description of the familiar (con-
tinuous) Lorentz symmetry as an approximate symmetry, with departures gov-
erned by the Planck scale. And in the study of noncommutative spacetimes some
Planck-scale departures from Lorentz symmetry appear to be inevitable.

From the particle-physics perspective there is instead no obvious reason to
renounce to exact Lorentz symmetry, since Minkowski classical spacetime is an
admissible background spacetime, and in classical Minkowski there cannot be
any a priori obstruction for classical Lorentz symmetry. Still, a break up of
Lorentz symmetry, in the sense of spontaneous symmetry breaking, is of course
possible, and this possibility has been studied extensively over the last few years,
especially in String Theory (see, e.g., [6] and references therein).

3.2 On the Fate of Poincaré Symmetry
in Noncommutative Spacetimes

It is probably fair to say that we do not yet have a compelling proposed full
solution of the quantum-gravity problem based on noncommutative geometry.
But several heuristic arguments suggest that noncommutativity might be needed
at the fundamental level, and most research on noncommutative spacetimes as-
sumes that, if indeed noncommutativity is needed at the fundamental level in
the most general setting, there should be some noncommutativity left over in the
Minkowski limit of quantum gravity. Indeed, there has been much recent interest
in flat noncommutative spacetimes, as possible quantum versions of Minkowski
spacetime. Most of the work has focused on various parts of the two-matrix
parameter space

[xµ, xν ] = i
1
E2
p

Qµν + i
1
Ep

Cβ
µνxβ , (2)

The assumption that the commutators of spacetime coordinates would depend
on the coordinates at most linearly is adopted both for simplicity and because it
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captures a very general intuition: assuming that the Planck scale governs non-
commutativity (and therefore noncommutativity should disappear in the formal
Ep → ∞ limit), and assuming that the commutators do not involve singular
(1/xn), terms one cannot write anything more general than (2).

Most authors consider two particular limits [73]: the “canonical noncommu-
tative spacetimes”, with Cβ

µν = 0,

[xµ, xν ] = iθµν (3)

and the “Lie-algebra noncommutative spacetimes”, with Qµν = 0,

[xµ, xν ] = iγβµνxβ (4)

(I am adopting notation replacing Qµν/E
2
p → θµν and Cβ

µν/Ep → γβµν).
Results obtained over these past few years show [1–7,74–77] that theories in

these noncommutative spacetimes inevitably host some departures from Special
Relativity (the only way to preserve Poincaré symmetry is the choice θ = 0 = γ,
i.e. the case in which there is no noncommutativity and one is back to the familiar
classical commutative Minkowski spacetime).

And typically13 (for most choices of the matrices θ and γ and a rather stan-
dard [6] field-theoretic description) Poincaré symmetry is broken, i.e. the depar-
tures from Special Relativity are such that the equivalence of inertial observers
is lost.

As a simple way to see the departures from Poincaré symmetry one may
consider canonical noncommutative spacetimes and look at the properties of the
wave exponentials. The Fourier theory in canonical noncommutative spacetime
is based [73] on simple wave exponentials eip

µxµ and from the [xµ, xν ] = iθµν
noncommutativity relations one finds that

eip
µxµeik

νxν = e−
i
2p

µθµνk
ν

ei(p+k)
µxµ , (5)

i.e. the Fourier parameters pµ and kµ combine just as usual, with the only new
ingredient of the overall phase factor that depends on θµν . The fact that mo-
menta combine in the usual way reflects the fact that the transformation rules
for energy-momentum from one (inertial) observer to another are still the usual,
undeformed, Poincaré transformation rules. However, the product of wave expo-
nentials depends on pµθµνk

ν , i.e. it depends on the “orientation” of the energy-
momentum vectors pµ and kν with respect to the θµν tensor. This is a first
indication that in these canonical noncommutative spacetimes Poincaré sym-
metry is broken.14 The θµν tensor plays the role of a background that can be
used to introduce a preferred class of inertial observers. Different particles are
13 There are some theories in some noncommutative spacetimes which are being con-

sidered as possible realizations of the “doubly-special-relativity” idea, but I shall
comment on those in the next section.

14 I should however warn the readers of the fact that recently a possible role of a 10-
generator Poincaré-like Hopf algebra in certain formulations of theories in canonical
noncommutative spacetimes has been considered by some authors (see, e.g., [78–80]).
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affected by the presence of this background in different ways, leading to the
emergence of different energy-momentum dispersion relations, as shown by the
results [5,75,76] of the study of field theories in canonical noncommutative space-
times. In particular one finds that birefringence characterizes the propagation of
light (photons) in these spacetimes.

A condensed-matter analog of this type of spacetime-symmetry breaking is
provided by the propagation of light in certain crystals: the rest frame of the
crystal is a preferred frame for the description of the propagation, the crystal
structure may be characterized in terms of a tensor, and indeed one encounters
birefringence.

3.3 Spacetime and Poincaré Symmetry in String Theory

String Theory is the most mature quantum-gravity approach from the particle-
physics perspective. As such it of course attempts to reproduce as much as pos-
sible the successes of quantum field theory, with gravity seen (to a large extent)
simply as one more gauge interaction. Although the introduction of extended
objects (strings, branes, . . . ) leads to some elements on novelty, in String The-
ory the core features of quantum gravity are essentially described in terms of
graviton-like exchange in a background classical spacetime.

Indeed String Theory does not lead to spacetime quantization, at least in
the sense that its background spacetime has been so far described as completely
classical. However, this point is not fully settled: it has been shown that String
Theory eventually leads to the emergence of a fundamental limitation on the
localization of a spacetime event [81–84] and this might be in conflict with the
assumption of a physically-meaningful classical background spacetime.

If eventually there will be a formulation of String Theory in a background
spacetime that is truly quantum, it is likely that Poincaré symmetry symmetry
will then not be an exact symmetry of the theory. If instead somehow a classical
spacetime background can be meaningfully adopted, of course then there is no
a priori reason to contemplate departures from Poincaré symmetry: classical
Minkowski spacetime would naturally be an acceptable background, and a theory
in the Minkowski background can be easily formulated in Poincaré symmetry-
invariant manner.

Still, it is noteworthy that, even assuming that it makes sense to consider a
classical background spacetime, the fate of Poincaré symmetry in String Theory
is somewhat uncertain: it has been found that under appropriate conditions (a
vacuum expectation value for certain tensor fields) Poincaré symmetry is broken.
In these cases String Theory admits description (in the effective-theory sense)
in terms of field theory in a noncommutative spacetime [6] with most of the
studies focusing on the possibility that the emerging noncommutative spacetime
is “canonical”.
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3.4 Spacetime and Poincaré Symmetry in Loop Quantum Gravity

Loop Quantum Gravity is the most mature approach to the quantum-gravity
problem that originates from the general-relativity perspective. As for String
Theory, it must be stressed that the understanding of this rich formalism is still
very much “in progress”. As presently understood, Loop Quantum Gravity pre-
dicts an inherently discretized spacetime [85]. There has been much discussion
recently, prompted by the studies [9, 10], of the possibility that this discretiza-
tion might lead to departures from ordinary Poincaré symmetry. Although there
are cases in which a discretization is compatible with the presence of continuous
classical symmetries [86–88], it is of course natural, when adopting a discretized
spacetime, to put Poincaré symmetry under careful scrutiny. Arguments pre-
sented in [9–11], support the idea of broken Poincaré symmetry in Loop Quan-
tum Gravity.

Moreover, recently Smolin, Starodubtsev and I proposed [13] (also see the
follow-up study in [89]) a mechanism such that Loop Quantum Gravity would
be described at the most fundamental level as a theory that in the flat-spacetime
limit admits deformed Poincaré symmetry, in the sense of “doubly special rel-
ativity” (see next section). Our argument originates from the role that certain
quantum symmetry groups have in the Loop-Quantum-Gravity description of
spacetime with a cosmological constant, and observing that in the flat-spacetime
limit (the limit of vanishing cosmological constant) these quantum groups might
not contract to a classical Lie algebra, but rather contract to a quantum (Hopf)
algebra.

4 More on the Quantum-Gravity-Inspired DSR Scenario

4.1 A “Doubly-Special” Relativity

As one can infer already from the observations reported in the previous section,
the description of Planck-scale corrections to particle-physics processes will be
a key aspect of the Minkowski limit of quantum gravity. In our current con-
ceptual framework special relativity emerges in the Minkowski limit, where one
deals with situations that allow the adoption of a Minkowski metric through-
out, and one might wonder whether the Minkowski limit of quantum gravity
could still be governed by special relativity. The issue will be of particular in-
terest if quantum gravity admits a limit in which one can assume throughout
a (expectation value of the) metric of Minkowski type, but some Planck-scale
features of the fundamental description of spacetime (such as spacetime discrete-
ness and/or spacetime noncommutativity) are still not completely negligible. In
such a “nontrivial Minkowski limit” [90] essentially the role of the Planck scale
in the description of gravitational interactions (expressing the gravitational con-
stant G in terms of the Planck scale) can be ignored, but the possible role of the
Planck scale in spacetime structure/kinematics is still significant. It is of course
not obvious that the correct quantum gravity should admit such a nontrivial
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Minkowski limit. With the little we presently know about the quantum-gravity
problem we must be open to the possibility that the Minkowski limit would ac-
tually be trivial, i.e. that whenever the role of the Planck scale in the description
of gravitational interactions can be neglected one should also neglect the role of
the Planck scale in spacetime structure/kinematics. But it appears that the pos-
sibility of a nontrivial Minkowski limit is rather likely. Indeed, as illustrated by
the observations reported in the previous section, for various approaches to the
quantum-gravity problem evidence in support of a nontrivial Minkowski limit
has emerged. The fate of Poincaré symmetry in such nontrivial Minkowski limits
is of course a key issue both phenomenologically [9,20,21,23,36,51,91] and from
a conceptual perspective. In the large number of studies produced between 1997
and 2000 (see, e.g., [9,10,20,21,36]) on the possibility of a nontrivial Minkowski
limit it was always assumed that Poincaré (and in particular Lorentz) symmetry
would be broken: the Galilei Relativity Principle would not hold with Planck-
scale accuracy.

As already mentioned in Sect. 1, on the basis of an analogy with the process
which led from Galilei/Newton Relativity to Einstein’s Special Relativity, I ar-
gued in [14] that the Minkowski limit of quantum gravity might be characterized
by a “doubly special relativity”, a relativistic theory with two, rather than one,
nontrivial relativistic invariants (the Planck scale in addition to the speed-of-
light scale), but still fully compatible with the Galilei Relativity Principle.

The fact that Maxwell’s equations involve a characteristic speed scale “c”,
and that speeds are not invariant according to Galilei Relativity, led at first the
physics community to look for a “ether frame” in which to formulate Maxwell’s
equations. But in the end it was realized that the presence of the scale c in
Maxwell’s equations is not a manifestation of a preferred frame but rather a
manifestation of the necessity to introduce a dimensionful (c-) deformation of
the Galilei boosts. (FitzGerald-Lorentz-) Poincaré boosts are indeed a dimen-
sionful deformation of Galilei boosts. Galilei Relativity was replaced by Special
Relativity, but the transition preserves the equivalence of inertial observers. I
made the hypothesis [14] that analogously the departures from Special Rela-
tivity induced by the role of the Planck length in certain quantum-spacetime
pictures might not lead to a “broken” Poincaré symmetry (as always assumed
in the 1997–2000 studies [9,10,20,21,36]), but should rather require yet another
deformation of spacetime symmetry transformations, preserving the validity of
the Galilei Relativity Principle.

At present this DSR proposal must be viewed as a physics scenario for which
a fully satisfactory mathematical formalism is still being sought. The proto-
typical example of a quantum-gravity theory that would need the DSR idea is
a quantum-gravity theory in which in the Minkowski limit one finds that the
Planck (length) scale sets an observer-independent minimum allowed value of
wavelength. And of course there are many other possible postulates that could
be used to introduce a DSR Minkowski limit. While there is an abundance of
possible physical principles that one might consider from a DSR perspective,
there is still an intense debate on the choice of a formalism (or some formalisms)
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which may be used to describe such DSR Minkowski limits. As I shall stress
later on in these notes, one possibility that is attracting interest is the formal-
ism of a certain noncommutative spacetime picture, and an associated Hopf-
algebra [1, 2, 7, 49] description of spacetime symmetries. And (with or without
an embedding within a Hopf-algebra structure) most authors are assuming that
a DSR Minkowski limit would require a corresponding nonlinear realization of
boost transformations. But all the formalisms considered so far are still lack-
ing a compelling “interpretation theory” and/or provide an incomplete physical
picture and/or appear to introduce some unplausible features.

In the remainder of this section I will try to summarize the preliminary results
of this search of a formalism, placing emphasis on some robust results but also
commenting on some key open issues.

4.2 An Illustrative Example (Discussed in Leading Order)

In proposing the idea of a DSR Minkowski limit, it felt necessary [14] to illustrate
the idea with at least some formulas, and at least an illustrative example of new
postulates (replacing the ones of Special Relativity) that would be of DSR type.

Concerning the postulates, one should start by noticing that any relativistic
theory of the Minkowski limit will have to be based on Galilei Relativity Princi-
ple, as the first (and most important) postulate. This essentially states that the
laws of physics are “the same” for every inertial observer. A second postulate
would then specify one or more of these laws of physics: enough to characterize
the relativistic theory, especially through the introduction of some nontrivial
observer-independent scales.

Special Relativity describes the implications of the Relativity Principle for
the case in which there is an observer-independent velocity scale c, setting the
speed of all forms of light (independently of the light’s wavelength, and the speed
of the source emitting the light). Einstein’s second postulate can be described in
modern language as introducing a law of physics that links the energy and the
(space-)momentum of photons: E = c|p|. In my first illustrative example of DSR-
type second postulate I considered the law of physics E2 = c2p2 + f(E, p; c, L̃p),
for the relation between energy and (space-)momentum of photons, where f
is some function which at first I will not fully specify but I will assume that
its leading L̃p dependence be given by f(E, p;Lp) . L̃pcEp2. As a second-
postulate law, the law E2 = c2p2 + f(E, p; c, L̃p) must be valid (with the same
values of its parameters c and L̃p) for every inertial observer, and can therefore
be used to give physical meaning to two observer-independent scales: c and
L̃p. Each inertial observer can establish the value of c and L̃p (same values
for all inertial observers) by determining the energy-momentum (dispersion)
relation for photons. In the infrared limit the E(p) relation will still be linear
and the proportionality constant in the infrared limit is c. The second observer-
independent scale L̃p will set the magnitude of departures from linearity as the
energy of the photons increases.

In order to really have a new relativistic theory one should provide a complete
description, consistent with the DSR postulates, of all the laws of Nature. Such
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a programme has still not been brought to completion, not even for a single
example of DSR postulates. It is however reassuring that at least one can verify
that the illustrative example of postulates I am here considering (and some
other examples which I will mention later in these notes) can be enforced very
explicitly for some aspects of the kinematics of energy-momentum space. In
particular, one may ask how should energy and momentum transform under
Lorentz boosts and rotations in order to enforce E2 = c2p2 + f(E, p; c, L̃p) as an
observer-independent law. Let me first verify at first order in L̃p that this can
be done. I shall therefore exhibit rotation and boost transformations such that
E2 = c2p2 + L̃pcEp2 is an invariant up to order-L̃p accuracy.

Actually, since the modified dispersion relation is still evidently invariant
under classical (undeformed) space rotations, we can assume the rotation gen-
erators to be undeformed. The description of boosts should instead inevitably
change, but it turns out [14] that it is possible15 to simply introduce a deformed
boost action. We can see this by first focusing on boosts in a chosen direc-
tion, say the z direction. Adopting the ansatz B

L̃p
z = i[cpz + L̃p∆E ]∂/∂E +

i[E/c+ L̃p∆pz
]∂/∂pz, one easily finds that the sought invariance translates into

the requirement 2E∆E − 2pz∆pz
= −2E2pz − p3

z. The simplest solutions are
of the type ∆E = 0, ∆pz

= E2 + p2
z/2 and ∆pz

= 0, ∆E = −Epz − p3
z/(2E).

Various arguments of simplicity [14] (including considerations involving combi-
nations of boosts and rotations and the desire to have generators which would
be well-behaved even off shell) lead me to adopt the option with ∆E = 0, ∆pz

=
E2 + p2

z/2, so the new z-boost generator takes the form

BL̃p
z = icpz

∂

∂E
+ i[E/c− L̃pE

2/c2 − L̃pp
2
z/2]

∂

∂pz
. (6)

It is useful to obtain explicit formulas for the finite z-boost transformations.
The z-boost generator essentially describes infinitesimal transformations:

dE

dξ
= i[BL̃p

z , E] = −cpz , (7)

dpz
dξ

= i[BL̃p
z , pz] = −E/c− L̃pE

2/c2 − L̃pp
2
z/2 . (8)

In spite of the richer structure of the new z-boost generator, the derivation
of finite transformations from the structure of the generator of infinitesimal
transformations is not significantly more complex than in the Lorentz case. With
simple, but somewhat tedious, calculations one finds that
15 While the simple deformation of boost action is clearly a possibility, it is not clear

that this would be the only possibility for enforcing the postulates of the illustrative
example. One ends up considering the deformation as a way to satisfy the postulates
while keeping most of the physical picture of a boost, but it is conceivable that some
more subtle mechanism (e.g., changing the “meaning” of boost action) could also
be introduced.
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E(ξ) = −c−1αeξ + c−1βe−ξ + L̃pc
−2α

2

2
e2ξ + L̃pc

−2 β
2

2
e−2ξ + L̃pc

−2αβ , (9)

pz(ξ) = αeξ + βe−ξ − L̃pα
2e2ξ + L̃pβ

2e−2ξ . (10)

where α and β depend on E0 ≡ [E]ξ=0 and pz,0 ≡ [pz]ξ=0:

α = cpz,0/2 − E0/2 − L̃pE0pz,0/2 + L̃pcp
2
z,0/4 , (11)

β = cpz,0/2 + E0/2 − L̃pE0pz,0/2 − L̃pcp
2
z,0/4 . (12)

One can easily verify that indeed the E(ξ) and pz(ξ) of (9) and (10) satisfy the
relation E(ξ)2 = c2p2

z(ξ) + L̃pcE(ξ)p2
z(ξ) with order-L̃p accuracy.

4.3 An Illustrative Example (All-Order Analysis)

It is actually rather easy to go beyond leading order in L̃p and to give a full 3+1D
description of boosts. As an all order generalization of the illustrative example
one may consider [53] a second postulate introducing the following dispersion
relation:

eL̃pE + e−L̃pE − 2
L̃2
p

− p2eL̃pE =
eL̃pm + e−L̃pm − 2

L̃2
p

. (13)

The case of photons (massless particles) is obtained through the requirement
m = 0.

Then following some logical steps analogous to the ones described above for
the leading-order analysis, one is led to the following form of the boost generators

Nk = ipk
∂

∂E
+ i

(
L̃p
2

p2 +
1 − e−2L̃pE

2L̃p

)
∂

∂pk
− iL̃ppk

(
pj

∂

∂pj

)
. (14)

In spite of the apparently virulent nonlinearities in this formula for boosts, finite
boost transformation can once again be described explicitly. Let us see this
focusing on the case of a particle which, for a given first observer, has four-
momentum (ω0,k0), and has four-momentum (ω,k) for a second observer in
relative motion along the “1-axis”, with boost/rapidity parameter ξ, with respect
to the first observer. Using (14) one obtains the following differential equations
for (ω(ξ),k(ξ)):

d

dξ
k1(ξ) +

L̃p
2

(k2
1(ξ) − k2

2(ξ) − k2
3(ξ)) +

e−2L̃pω(ξ) − 1
2L̃p

= 0 (15)

d

dξ
ω(ξ) − k1(ξ) = 0 (16)

d

dξ
k2(ξ) + L̃pk1(ξ)k2(ξ) = 0 (17)

d

dξ
k3(ξ) + L̃pk1(ξ)k3(ξ) = 0 (18)
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Differentiating (15) and making use of the other equations one obtains a
non-linear second-order equation for k1(ξ),

d2

dξ2
k1(ξ) + 3 L̃p k1(ξ)

d

dξ
k1(ξ) + L̃2

pk
3
1(ξ) − k1(ξ) = 0 . (19)

whose solutions of are of the form

k1(ξ) = − B

L̃p

cosh(ξ + β)
(1 −B sinh(ξ + β))

(20)

where B and β are integration constants (explicitly given, as functions of ω0,k0,
in [53]).

Corresponding solutions for the other components of the four-momentum can
be obtained by substituting (20) in (16)–(18). Therefore the general description
of finite boost transformations can be given in close form.

A very efficient way (which also implicitly provides the integration constants
B and β) to describe these deformed-boost transformation rules is through the
amount of rapidity needed to take a particle from its rest frame to a frame in
which its energy is ω (and its momentum is k(ω), which is fixed, once ω is known,
using the dispersion relation and the direction of the boost):

cosh(ξ) =
eL̃pω − cosh

(
L̃pm

)

sinh
(
L̃pm

) , sinh(ξ) =
L̃p k eL̃pω

sinh
(
L̃pm

) . (21)

4.4 The Sign of L̃p and the Nature of the Nonlinearities
in the Illustrative Example

In the previous subsection I gave an explicit description of finite boost trans-
formations for an illustrative example of DSR second postulate. The formulas
may at first suggest that L̃p (with dimensions of a length, and naturally to have
modulus of the order of the Planck length scale) may be either positive or neg-
ative, but actually only positive L̃p is truly acceptable. This can be established
already from an analysis of the structure of the equations (21): while for positive
L̃p these equations are meaningful for any value of the rapidity, for negative L̃p
these equations are meaningful only for relatively small values of rapidity, and
for a critical finite value of rapidity a divergence of energy in encountered.

This is after all not so surprising, since the differential equations that govern
the dependence of energy-momentum on rapidity are of a type that does not
necessarily lead to the existence of global solutions E(ξ), p(ξ). The structure of
the equations does not fulfill the standard Cauchy requirements for the existence
of global solutions E(ξ), p(ξ). It is sufficient for us to discuss this issue consid-
ering a single boost (along a given direction). In this case one easily finds that
the dependence of energy-momentum on rapidity is governed by the differential
equations
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dp(ξ)
dξ

=
L̃p
2

p2(ξ) +
1 − e−2L̃pE(ξ)

2L̃p
, (22)

dE(ξ)
dξ

= p(ξ) . (23)

Within this context the Cauchy requirements can be compactly stated intro-
ducing the two-component function Y (ξ) ≡ {Y1(ξ), Y2(ξ)} ≡ {E(ξ), p(ξ)}, and
using the notation Y ′

l ≡ dYl/dξ = Fl(Y ) (l ∈ {1, 2}):
(i) F must be continuous;
(ii) for every M ∈ / and for every X ∈ /2 and Z ∈ /2, such that |X| ≤

M ,|Z| ≤ M , there must exist an LM ∈ /, such that | F (X) − F (Z) |≤
LM | X − Z |;

(iii) for every X ∈ /2 there must exist L1 ∈ / and L2 ∈ / such that | F (X) |≤
L1 + L2 | X |.

(Of course, |W | denotes
√

W 2
a + W 2

b for every W ≡ {Wa,Wb} ∈ /2.)
The requirements (i) and (ii) are easily verified, but a possible problem for

(iii) originates from the nonlinear structure of equation (22). The corresponding
differential equations of ordinary special relativity (L̃p → 0 limit) are linear
and automatically verify the Cauchy “sublinearity requirement” (iii). Instead
the nonlinearity of the DSR differential equations imposes a detailed analysis.
The system of equations (22)–(23) evidently satisfies the Cauchy requirements
for existence and uniqueness of a local solution (in a neighborhood of a given
value of ξ), but one is not a priori assured of the existence of a global solution.

A detailed analysis shows that for positive L̃p everything is ok: the Cauchy
“sublinearity requirement” (iii) is satisfied (in spite of the nonlinearity of the
equations) and therefore the existence of global solutions is assured. But for
negative L̃p the Cauchy “sublinearity requirement” is not satisfied. The inter-
ested reader can straightforwardly (but somewhat tediously) verify that indeed
for positive L̃p one can find two real numbers L1 and L2 with he property re-
quired in (iii). Instead for negative L̃p there is no pair of real numbers L1 and
L2 such that requirement (iii) would be satisfied.

It is here sufficient to discuss a simplified proof, restricted to the case relevant
for on-shell particles (whose energy and momentum satisfy the DSR-modified
dispersion relation). Imposing the dispersion relation one can of course reduce
the system of two differential equations to a single differential equation:

dE(ξ)
dξ

=
1

|L̃p|

√
1 − 2 cosh(L̃pm)e−L̃pE(ξ) + e−2L̃pE(ξ) . (24)

Here the Cauchy “sublinearity requirement” asks us to find a pair of real numbers
L1 and L2 such that dE(ξ)dξ ≤ L1 +L2E(ξ) for every E(ξ). Indeed for positive
L̃p (where the exponentials in (24) are of the type e−|L̃p|E , and e−|L̃p|E ≤ 1)
one can find such pairs of real numbers. For example, the choice L1 = 1/L̃p
and L2 = 0 is acceptable. Instead in the case of negative L̃p one finds that for
any given pair of real numbers L1 and L2 there is always a value of E such
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that, according to (24), dE(ξ)/dξ > L1 + L2E(ξ). This is due to the fact that
for negative L̃p the exponentials in (24) are of the type e|L̃p|E , and diverge
exponentially for large E.

Another way to see that only positive L̃p is acceptable comes from a different
type of analysis of the nonlinearities of the illustrative example of DSR setup
which I am here considering. The generators of space rotations have not been
modified, and taking into account the form (14) of the deformed boost generators
one can easily verify that in this DSR setup the generators of rotations and
boosts still close the Lorentz algebra. The action of the boost generators has
been deformed nonlinearly but in such a way that the rotation-boost algebra is
still satisfied. So clearly there must be [54, 55] a set of variables E ,P, functions
of mass, momentum and energy, such that on E and P the boost generators act
in undeformed way. One easily finds that by posing

E(E,m)
µ(m)

=
eL̃pE − cosh

(
L̃pm

)

sinh
(
L̃pm

) ,
P(E, p,m)

µ(m)
=

L̃p p eL̃pE

sinh
(
L̃pm

) (25)

(where µ(m) is just a notation for µ2 = E2 − P2) and assuming that E and P
transform according to standard (undeformed) boosts, then one obtains laws of
transformation for E, p which are the ones discussed in the previous subsection
for the DSR illustrative example. But while for positive L̃p the relations (25)
are perfectly meaningful, for negative L̃p and values of E greater than a certain
finite E∗ there is no (real) solution E.

One therefore concludes that, while the infinitesimal transformations gen-
erated by the boosts (14) are perfectly ok both for positive and negative L̃p,
in considering finite boost transformations only positive L̃p is acceptable. The
characterization of the nonlinearities discussed in this subsection also immedi-
ately allows us to conclude that, starting from the illustrative example I am
discussing, one may consider an infinity of other analogous examples, by simply
choosing other forms of the nonlinear relations (25). In particular, Magueijo and
Smolin have argued [54] in favour of the following alternative choice:

E(E,m)
µ(m)

=
E(1 − L̃pm)
m(1 − L̃pE)

,
P(E, p,m)

µ(m)
=

p(1 − L̃pm)
m(1 − L̃pE)

. (26)

4.5 Klein–Gordon and Dirac Equations
within the Illustrative Example

While, as already stressed (and described in greater detail later on in these
notes), the illustrative example I am considering is at present not developed to
the point of describing a systematic DSR deformation of all the laws of physics, a
significant number of results has been obtained. As an example let me comment
in this subsection on how one can obtain from a modified second postulate, of the
type considered within the illustrative example, some correspondingly deformed
Klein–Gordon and Dirac equations in energy-momentum space.
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For the DSR-deformed Klein–Gordon equation the exercise is rather elemen-
tary: the form of the Klein–Gordon equation in energy-momentum space reflects
directly the form of the energy-momentum dispersion relation. Therefore one
finds (see e.g. [92]) that the DSR-deformed Klein–Gordon energy-momentum-
space wave function16 φ̃(E,p) must satisfy

(
2
L̃2
p

[
cosh(L̃pE) − cosh(L̃pm)

]
− eL̃pEp2

)

φ̃(E,p) = 0 . (27)

It is just a little bit more laborious [93, 94] to derive the form of the DSR-
deformed Dirac equation. It is convenient to start by recalling that the ordinary
special-relativistic Dirac equation

(γµpµ −m)u(p) = 0 , (28)

where γµ are the familiar “γ matrices” and u contains right-handed and left-
handed spinors,

u(p) ≡
(

uR(p)
uL(p)

)
, (29)

can be reformulated conveniently by describing spinors with space momentum
p in terms of a pure Lorentz boost from the rest frame:

uR(p) = e
1
2 σ·ξuR(0) =

(
cosh

(
ξ

2

)
+ σ·n sinh

(
ξ

2

))
uR(0) , (30)

and

uL(p) = e−
1
2 σ·ξuL(0) =

(
cosh

(
ξ

2

)
− σ·n sinh

(
ξ

2

))
uL(0) , (31)

where n is the unit vector in the direction of the boost (and therefore character-
izes the direction of the space momentum of the particle) and on the right-hand
sides of (30) and (31) the dependence on momentum is also present implicitly
through the special-relativistic relations between the boost parameter ξ and en-
ergy E,

cosh ξ =
E

m
, (32)

and between energy and spatial momentum, E2 = p2 + m2 (for given mass m
of the particle).

The Dirac equation may then be viewed as the requirement that left-handed
and right-handed spinors cannot be distinguished at rest:

(
−I F+(ξ)

F−(ξ) −I

)(
uR(p)
uL(p)

)
= 0 , (33)

16 This Klein–Gordon wave function in energy-momentum space should end up being
(once the development of the formalism is completed) the (deformed ?) Fourier
transform of of the Klein–Gordon wave function in spacetime.
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where

F±(ξ) = 2
(

cosh2

(
ξ

2

)
− 1

2
± σ·n sinh

(
ξ

2

)
cosh

(
ξ

2

))
. (34)

The DSR deformation of the Dirac equation is most easily obtained using as
starting point this derivation of the Dirac equation based on boosting rest-frame
spinors. In the derivation of the DSR-deformed Dirac equation the only changes
are introduced by the DSR deformations of the relations between energy and
rapidity and between energy and momentum. Specifically for the DSR illustrative
example which I have been considering one should make use of the relations

2L̃−2
p cosh(L̃pE) − p2eL̃pE = 2L̃−2

p cosh(L̃pm) , (35)

and
E(ξ) = m + L̃−1

p ln
(
1 − sinh(L̃pm)e−L̃pm(1 − cosh ξ)

)
. (36)

From (36) one finds that the parameter ξ that characterizes boosts from the rest
frame can be expressed as a function of the energy in the following way

cosh ξ =
eL̃pE − cosh(L̃pm)

sinh(L̃pm)
. (37)

Using these (35)–(37) the derivation of the Dirac equation leads to the result
(

−I F+

L̃p
(E,m)

F−
L̃p

(E,m) −I

)(
uR(p)
uL(p)

)
= 0 (38)

where

F±
L̃p

(E,m) =
eL̃pE − cosh(L̃pm)±σ·n

(
2eL̃pE

(
cosh(L̃pE) − cosh(L̃pm)

)) 1
2

sinh(L̃pm)
.

(39)
Introducing

D
L̃p

0 (E,m) ≡ eL̃pE − cosh(L̃pm)
sinh(L̃pm)

(40)

and

D
L̃p

i (E,m) ≡
ni

(
2eL̃pE

(
cosh(L̃pE) − cosh(L̃pm)

)) 1
2

sinh(L̃pm)
(41)

the DSR-deformed Dirac equation can be rewritten as
(
γµDL̃p

µ (E,m) − I
)
u(p) = 0 (42)

where again the γµ are the familiar “γ matrices”.



254 G. Amelino-Camelia

The nature of this DSR deformation of the Dirac equation becomes more
transparent by rewriting (41) taking into account the DSR dispersion relation
(35):

D
L̃p

i (p,m) =
eL̃pE

L̃−1
p sinh(L̃pm)

pi . (43)

In particular, as one should expect, in the limit L̃p → 0 one finds

D
L̃p

i (E,m) → E

m
, (44)

D
L̃p

i (p,m) → pi
m

, (45)

and the familiar special-relativistic Dirac equation is indeed obtained in the
L̃p → 0 limit.

It is also easy to verify that the determinant of the matrix (γµDL̃p
µ (E,m)−I)

vanishes, as necessary. In fact,

det
(
γµDL̃p

µ (E,m) − I
)

=

(

sinh2(L̃pm) −
(
eL̃pE − cosh(L̃pm)

)2

+
e2L̃pE

L̃−2
p

p2

)2

(46)

=

(
eL̃pE

L̃−2
p

(
−2L̃−2

p cosh(L̃pE) + p2eL̃pE + 2L̃−2
p cosh(L̃pm)

)
)2

= 0 ,

where the last equality on the right-hand side follows from the DSR dispersion
relation.

4.6 Energy-Momentum Conservation within the Illustrative Example

Up to this point the discussion of the illustrative example has been confined to
the one-particle sector. There is at least one aspect of multiparticle processes that
relativistic kinematics really ought to describe: the law of conservation of energy-
momentum in particle reactions. It is sufficient for me to focus here on the simple
case of a process a+b → c+d (collision processes with incoming particles a and b
and outgoing particles c and d) and to formulate the observations in an essentially
one-space-dimensional context.17 The special-relativistic kinematic requirements
for such processes are Ea + Eb − Ec − Ed = 0 and pa + pb − pc − pd = 0. Using
17 In three space dimensions one-space-dimensional kinematics is relevant for head-

on a-b collisions producing c-d at threshold (when the kinematical conditions are
only barely satisfied and therefore the particles produced do not have any energy
available for momentum components in the directions orthogonal to the one of the
head-on collision). Collisions at a particle-production threshold are after all the most
interesting collisions, since they force us to insist on the fact that all inertial observers
agree when the delicate kinematic balance of threshold production is realized.
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the special-relativistic transformation rules, dEj/dξ = −pj , dpj/dξ = −Ej , one
immediately verifies that when the requirements are satisfied in one inertial
frame they are also verified in all other inertial frames:

d(Ea + Eb − Ec − Ed)
dξ

= −pa − pb + pc + pd , (47)

d(pa + pb − pc − pd)
dξ

= −Ea − Eb + Ec + Ed . (48)

The requirements Ea + Eb − Ec − Ed = 0 and pa + pb − pc − pd = 0 cannot
be imposed in the illustrative example of DSR framework which I am analyzing.
This is easily understood already by looking at the leading-L̃p-order formulas for
the boost transformation rules dEj/dξ = −cpj , dpj/dξ = −Ej/c − L̃pE

2
j /c

2 −
L̃pp

2
j/2, with respect to which the requirements Ea + Eb − Ec − Ed = 0 and

pa + pb − pc − pd = 0 are clearly not covariant.
One therefore must replace standard energy-momentum conservation by

some new law. This is after all not surprising, and actually should be expected
on the basis of the analogy with the transition from Galilei Relativity to Spe-
cial Relativity. In Galilei Relativity velocities are composed linearly, as neces-
sary in a theory without a privileged velocity scale, but in Special Relativity,
with its observer-independent velocity scale, velocities cannot be combined lin-
early. Analogously it is clear that in DSR, with the availability of an observer-
independent length (momentum) scale, the linear law of composition of momenta
might have to be replaced. Of course, one can consider various ways to replace
the linear law of energy-momentum conservation. A simple possibility is that
one might still have equations that play exactly the same role as the one of
linear conservation of energy-momentum, but introduce some nonlinearities in
order to ensure covariance with respect to the deformed boost transformations.
In particular, in leading-L̃p-order one can easily verify that the requirements

Ea + Eb + L̃pcpapb − Ec −Ed − L̃pcpcpd = 0 , (49)

pa + pb + L̃p(Eapb + Ebpa)/c− pc − pd − L̃p(Ecpd + Edpc)/c = 0 , (50)

are indeed covariant with respect to the deformed boosts of the illustrative ex-
ample.

Deformed all-order-in-L̃p laws of conservation of energy-momentum that are
consistent with the modified postulates can be most easily formulated exploiting
the observation discussed in Subsect. 4.4, concerning the existence of a nonlinear
map between some auxiliary variables E ,P, transforming as components of an
ordinary special-relativistic four-vector, and the DSR E, p energy-momentum.
In particular, denoting with F the nonlinear map E, p → E ,P, one obtains [55]
an all-order generalization of (49)–(50) by enforcing

0 = F−1 (ΣjF (pj)) , (51)

which is by construction DSR covariant. [In (51), for notational convenience, I
denoted with p the four-momentum entering the process for each particle, so for
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the outgoing particles one should take a “negative” p (more precisely p will be
the “antipode” [93] of the momentum of the outgoing particles).]

Clearly the requirement
0 = ΣjF (pj) (52)

is also covariant, and there is actually an infinity of laws that one may consider,
if the only requirement is covariance. Of course, in a given DSR theory some
additional physical criteria [14, 55], besides covariance, will end up specifying
the form of the energy-momentum “conservation” requirements.

One of the most interesting characteristics of these candidate conservation
laws is the possibility to combine nonlinearly properties of different particles
entering the process. The requirement (51) (and its leading-order approximation
(49)–(50)) is an example of “mixing conservation law”, in the sense that the
nonlinear correction terms in (51) depend on properties of pairs of particles.
The requirement (52) instead is an example of “nonmixing conservation”, since
it is obtained as a sum of terms each depending on the properties of a single
particle.

4.7 Minimum Length and Minimum Wavelength in DSR

Several quantum-gravity papers adopt the hypothesis that the Planck length
should set the minimum allowed value for wavelengths, but in most cases the
statements remain void of physical meaning, since they do not address the rela-
tivistic implications. According to Special Relativity wavelengths are FitzGerald-
Lorentz contracted and the laws of physics must be observer independent, so the
introduction of a minimum wavelength must either be done specifying the class
of observers for which the given value is applicable (Poicaré-symmetry breaking)
or be done “a la doubly-special relativity”, introducing the minimum wavelength
as an observer-independent law at the price of enforcing a deformation of boosts
such that the minimum wavelength does not get FitzGerald-Lorentz contracted.

Similarly, there is a large literature on a vaguely-stated hypothesis that the
Planck length should set the absolute limit on the measurability of lengths,
but these studies often do not even provide an explicit statement concerning
whether this absolute limits apply to the measurement of proper lengths or
to the measurement of the length in any frame. And when a limit for lengths
in any frame is assumed, the authors often still (even now that there is some
literature on DSR Minkowski limits) do not comment on the implications for
Special Relativity.

The illustrative (however partial) example of DSR framework I have consid-
ered in the preceding subsections clearly may lead to an observer-independent
minimum wavelength: the transformation laws are such that the momentum of a
fundamental particle can never exceed a maximum value, set by 1/L̃p, and if one
maintains the usual relation between momentum and wavelength (p ∼ 1/λ) this
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in turn implies a minimum value for wavelengths.18 The nonlinear deformation
of boost transformations is such that it saturates on wavelength of size L̃p.

In spite of the fact that the illustrative example has at present only limited
applicability we may also envision the emergence of an L̃p limit on lengths. To see
this we can introduce the speed of photons as dE(p)/dp (the standard “group-
velocity law”), where E(p) of course is the dependence of energy on momentum
inferred from the dispersion relation, and perform a leading-L̃p-order analaysis
of a gedanken length-measurement procedure. Let us consider two observers each
with its own (space-) ship moving in the same space direction, the z-axis, with
different velocities (i.e. with some relative velocity), and let us mark “A” and
“B” two z-axis points on one of the ships (the rest frame). The procedure of
measurement of the distance AB is structured as a time-of-flight measurement:
an ideal mirror is placed at B and the distance is measured as the half of the
time needed by a first photon wave packet, centered at momentum p0, sent
from A toward B to be back at A (after reflection by the mirror). Timing is
provided by a digital light-clock: another mirror is placed in a point “C” of the
rest frame/ship, with the same z-axis coordinate of A at some distance AC,
and a second identical wave packet, again centered at p0, is bounced back and
forth between A and C. The rest-frame observer will therefore measure AB as
AB′ = vγ(p0)·N ·τ0/2, where N is the number of ticks done by the digital light-
clock during the A→B→A journey of the first wave packet, τ0 is the time interval
corresponding to each tick of the light-clock (τ0 = 2AC/vγ(p0)), and vγ(p) is
the speed of photons as obtained through dE(p)/dp.

The observer on the second (space-) ship, moving with velocity V with respect
to the rest frame, will instead attribute to AB the value

AB′′ =
vγ(p)2 − V 2

vγ(p)
N

τ

2
, (53)

where p is related to p0 through the DSR-deformed boost transformation and τ
is the time interval which the second observer, moving with respect to the rest
frame, attributes to each tick of the light-clock. It is easy to verify that τ is
related to τ0 by

τ =
vγ(p0)√

vγ(p′)2 − V 2
τ0 , (54)

where p′ is related to p0 through the formula for boosts in a direction orthogonal
to the one of motion of the photon. Combining (53) and (54) one easily obtains

AB′′ =
[vγ(p)2 − V 2]vγ(p0)
vγ(p)

√
vγ(p′)2 − V 2

N
τ0
2

=
vγ(p)2 − V 2

vγ(p)
√

vγ(p′)2 − V 2
AB′ . (55)

18 Clearly one can contemplate an alternative DSR scenario in which the deformed laws
of transformation are introduced directly at the level of of wavelength/frequency,
introducing the minimum-wavelength law, and then a maximum momentum for
fundamental particles will arise if the usual relation p ∼ 1/λ between momentum
and wavelength is enforced.



258 G. Amelino-Camelia

The implications of (55) for length contraction are in general quite complicated,
but they are easily analyzed in both the small-V and the large-V limits (exam-
ined here of course in leading order in L̃p). For small V and small momentum
(large wavelength) of the probes (55) reproduces ordinary FitzGerald-Lorentz
contraction. For large V (55) predicts that AB′′ receives two most impor-
tant contributions: the familiar FitzGerald-Lorentz term (AB′·

√
c2 − V 2) and

a new term which is of order L̃p|p|AB′/
√
c2 − V 2. As V increases the ordinary

FitzGerald-Lorentz contribution to AB′′ decreases as usual, but the magnitude
of the new correction term increases. Imposing |p| > |δp| > 1/AB′′ (the probe
wavelength must of course be shorter than the distance being measured) one ar-
rives at the result AB′′ >

√
c2 − V 2AB′ + L̃pAB′/(AB′′√c2 − V 2). This result

clearly implies that AB′′ > L̃p for all values of V .

4.8 Some Characteristic Elements of DSR Phenomenology

Over the last decade there has been a sharp surge in the amount of research de-
voted to the phenomenology of Planck-scale departures from Special Relativity.
At first of course these works focused on broken-symmetry scenarios, and even
after the introduction of doubly-special relativity only a relatively small fraction
of the overall number of studies devoted to the phenomenology of Planck-scale
departures from Special Relativity considers the symmetry-deformation scenario.
This is perhaps due to the fact that we still do not have examples of DSR frame-
works which are developed to the point of providing a complete theory: in most
cases one has some elements of a DSR kinematics and a very tentative descrip-
tion of some aspects of dynamics, but no comprehensive description of the laws
of Nature.

In this subsection I want to stress that, in spite of the present limited de-
velopment of DSR frameworks, through the analysis of the general conceptual
structure of the DSR proposal, and using the intuition emerging from the analy-
sis of some illustrative examples (such as the illustrative example considered in
the preceding subsections), one can establish at least a few characteristic ele-
ments of DSR phenomenology. In particular, it is easy to establish that some
DSR predictions are completely different from the corresponding predictions of
broken-symmetry scenarios.

Perhaps the most striking observation comes from comparing the expecta-
tions for photon stability that one obtains in DSR and in broken-symmetry
scenarios. It is well established [51, 95–97] that when Lorentz symmetry is bro-
ken at the Planck scale it is rather natural to find photon decay. Let us for
example analyze the process γ → e+e− using the same dispersion relation I
have so far considered from a DSR perspective, but assuming (as in a popular
broken-Lorentz-symmetry scenario [21, 23, 51, 95]) that instead Lorentz symme-
try is broken and the law of energy-momentum conservation is not modified. In
this scenario one easily finds a relation between the energy Eγ of the incom-
ing photon, the opening angle θ between the outgoing electron-positron pair,
and the energy E+ of the outgoing positron (of course the energy of the out-
going electron is simply given by Eγ − E+). For the region of phase space with
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me ( Eγ ( 1/L̃p one obtains

cos(θ). E+(Eγ − E+) + m2
e − ηL̃pEγE+(Eγ − E+)

E+(Eγ − E+)
, (56)

where me is the electron mass and η ≡ L̃p/|L̃p| (η is the sign of L̃p).
The fact that for |L̃p| → 0 (56) would require cos(θ) > 1 reflects the fact

that if Lorentz symmetry is preserved the process γ → e+e− is kinematically
forbidden. For negative L̃p (η = −1) the process is still forbidden, but for positive
L̃p (η = 1) high-energy photons can decay into an electron-positron pair. In
fact, for positive L̃p and Eγ � (m2

eL̃p)
1/3 one finds regions of phase space where

cos(θ) < 1.
The fact that one finds that a certain particle decay can occur only at energies

higher than a certain minimum decay energy (Eγ � (m2
eEp/|η|)1/3) is a very

explicit manifestation of the break down of Lorentz symmetry. A given photon
will have high energy for some inertial observers and low energy for other inertial
observers. And of course one would like to exclude the possibility19 that the decay
be allowed according to some observers and disallowed according to others. So
clearly such a picture requires a preferred frame: the energy of the particle should
be measured in the preferred frame and the decay is allowed if the energy of the
particle in the preferred frame exceeds a certain given value.

For the particle-decay picture of Lorentz-symmetry-breaking scenarios the
existence of a preferred class of inertial observers is therefore a prerequisite. And
even without any calculations we can conclude that there cannot be any such
mechanism in a truly consistent DSR scenario, which by definition must preserve
the equivalence of inertial frames. If one day we had data showing that a certain
particle decay can occur at high energies but cannot occur at low energies, this
would be sufficient to rule out completely the DSR idea. At least in this respect
the DSR idea is falsifiable.

This result originates simply from the required equivalence of inertial frames,
and therefore it is independent of the specific choice of second postulate adopted
in a given DSR framework. One can easily verify explicitly that the process
γ → e+e− is not allowed in the illustrative example of DSR framework consid-
ered in the preceding subsections. We must simply combine the DSR-deformed
dispersion relation with the DSR-deformed energy-momentum conservation law
which in this case takes the form

Eγ . E+ + E− − λp+·p− , pγ . p+ + p− − λE+p− − λE−p+ . (57)

Then, considering again the region of phase space with me ( Eγ ( Ep ∼ 1/L̃p,
one easily finds that the relation between Eγ , the opening angle θ, and E+ must
take the form
19 I am assuming the “objectivity of particle-production processes” [14]. If according

to one observer the “in state” (at time “−∞”) is a photon and the “out state”
(at time “+∞”) is composed of an electron-positron pair, then all other observers
should agree.
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cos(θ). 2E+(Eγ − E+) + 2m2
e + L̃pEγE+(Eγ − E+)

2E+(Eγ − E+) + L̃pEγE+(Eγ − E+)
, (58)

We see clearly from (58) that the photon is stable in the illustrative example of
DSR framework I have been considering, as it should be in any genuine DSR
framework.

The case of photon stability illustrates most powerfully that there should
be some striking differences between DSR phenomenology and the phenomenol-
ogy of scenarios with broken Lorentz symmetry. It is instructive to consider the
differences between DSR and broken-symmetry scenarios also in the popular
subject [20–23,51,95–97] of the implications of departures from Special Relativ-
ity in the analysis of certain types of energy thresholds for particle-production
processes. It is here sufficient to consider the example of collisions between a soft
photon of energy ε and a high-energy photon of energy E that creates an electron-
positron pair: γγ → e+e−. For given soft-photon energy ε, the process is allowed
only if E is greater than a certain threshold energy Eth which depends on ε and
m2
e. In the broken-Lorentz-symmetry scenario with the same dispersion relation

of my illustrative example of DSR, but with undeformed energy-momentum con-
servation, one easily obtains (assuming ε ( me ( Eth ( 1/|L̃p|)

Ethε + L̃p
E3
th

8
. m2

e . (59)

The special-relativistic result Eth = m2
e/ε corresponds of course to the L̃p → 0

limit of (59). For L̃p �= 0 the correction can be safely neglected as long as ε/Eth >

|L̃p|Eth. But eventually, for sufficiently small values of ε and correspondingly
large values of Eth, the Planck-scale correction cannot be ignored.

These “threshold anomalies” [23] are also allowed in principle in a DSR frame-
work, but (for given choice of the energy-momentum dispersion relation) one
typically finds [98] that the DSR threshold anomalies are much smaller than the
threshold anomalies found in broken-Lorentz-symmetry scenarios. One can easily
verify this by analyzing again the process γγ → e+e− within the DSR illustrative
example which I have been considering. In this case the threshold calculation
will be also affected, besides the modification of the dispersion relation, by the
correlated modification of the law of energy-momentum conservation, which for
γγ → e+e− takes the form

E + ε− L̃pP·p . E+ + E− − L̃pp+·p− , (60)

P + p − L̃pEp − L̃pεP . p+ + p− − L̃pE+p− − L̃pE−p+ (61)

where P is the momentum of the photon of energy E and p is the momentum
of the photon of energy ε.

The presence of correction terms both in the dispersion relation and in the
energy-momentum-conservation law (with the ratio of the coefficients fixed by
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the requirement of equivalence of inertial frames) leads to rather large cancella-
tions in the threshold formula. Assuming again that ε ( me ( Eth ( Ep one
ends up finding

Eth . m2
e

ε
, (62)

i.e. (for ε ( me ( Eth ( Ep) one ends up with the same result as in the special-
relativistic case. If, rather than working within the approximations allowed by
the hierarchy ε ( me ( Eth ( Ep, one considers the exact DSR threshold
formula, one finds a result which is actually different from the special-relativistic
one. There are “threshold anomalies” in the DSR scenario, but they are typically
smaller20 than in broken-Lorentz-symmetry scenarios.

4.9 A DSR Minkowski Limit Described
by the κ-Poincaré Hopf Algebra?

While the physical concept of a DSR Minkowski limit is well defined, and has
been well received by a sizeable community, the DSR literature has still not
identified a fully acceptable mathematical formalism for the description of such
a Minkowski limit. The nonlinear realizations of the Lorentz boosts on which
my illustrative example is based may or may not be needed/useful: they provide
an “ok description” of certain aspects of the kinematics of energy-momentum
space, but nobody has been able to obtain from them a comprehensive theoret-
ical framework free from inconsistencies and from troubles at the level of the
interpretation of formulas. Most authors would agree that with the information
presently available to us the formalism of the κ-Poincaré Hopf algebra [1,2,100]
should be considered as the most promising opportunity for DSR research, even
though several grey areas remain.

The properties of the κ-Poincaré Hopf algebra are most easily understood [7]
considering the dual [1–3, 7, 74, 77] κ-Minkowski noncommutative spacetime
(l,m = 1, 2, 3)

[xm, t] =
i

κ
xm , [xm, xl] = 0 . (63)

κ-Minkowski is a Lie-algebra spacetime (see Sect. 3) that clearly enjoys classical
space-rotation symmetry. From a DSR perspective it is particularly notewor-
thy that in κ-Minkowski boost transformations are necessarily modified. A first
hint of this comes from the necessity of a deformed law of composition of wave
exponentials, encoded in the so-called “coproduct” [1, 2]. For a given ordering
convention for wave exponentials, such as

eik
mxmeik

0x0 , (64)

one finds
20 There are however some ad hoc ways, based on appropriately tailored dispersion

relations, for obtaining large threshold anomalies in certain types of DSR scenar-
ios [99].
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eip
mxmeip

0x0eik
mxmeik

0x0 = ei(p+̇k)
mxmei(p

0+k0)x0 , (65)

where the notation “+̇” here introduced reflects the behaviour of the mentioned
“coproduct”

pµ+̇kµ ≡ δµ,0(p0 + k0) + (1 − δµ,0)(pµ + eL̃pp0kµ) . (66)

The κ-Poincaré Hopf algebra contains the generators of rotations, boosts and
translations for κ-Minkowski. While the action of translations and rotations is
classical (underformed) the requirement of consistency of the emerging Hopf
algebra leads one to consider boosts that have a nonlinearly-deformed action.
More explicitly: for translations Pµ and rotations M j , once a “Weyl map” Ω is
introduced,21 one can insist on

PµΩ(eikx) = Ω(Pµeikx) = kµΩ(eikx) , (67)

MjΩ(eikx) = Ω(Mje
ikx) = Ω(−iεjklxk∂le

ikx) , (68)

whereas for boosts the analogous requirement would lead to an inconsistent de-
scription of symmetry transformations, since then some of the co-commutators
(coproducts) would not close on the algebra [7]. The precise form of the deformed
boost action (and, as a result, the form of the commutators between boost gen-
erators and other generators) depends on the choice of ordering convention for
the wave exponentials (the choice of “basis” for the κ-Poincaré Hopf algebra).
The ordering convention adopted in (64) leads to a deformed boost action that
matches perfectly the one considered in my illustrative DSR example (14).

And other results which one can independently obtain starting from a
given choice of DSR second postulate can be easily reproduced within the
κ-Poincaré/κ-Minkowski framework. In particular, the form of the energy-
momentum-space Klein–Gordon and Dirac equations within the DSR illustrative
example which I considered above can be obtained as natural Klein–Gordon and
Dirac equations for κ-Minkowski, upon appropriate choice of ordering conven-
tion. This has been recently verified explicitly [93] by essentially revisiting from
a DSR perspective some previous κ-Poincaré/κ-Minkowski results [100–104].

All this is of course of some encouragement for the idea of using κ-Poincaré
mathematics in the development of DSR physical theories, and further encour-
agement comes from the recent success in overcoming some of the apparent
obstructions, but some key grey areas for the applicability of κ-Poincaré math-
ematics in DSR research remain. In the remainder of this subsection I intend to
describe some of the apparent obstructions which were overcome, and some of
the residual grey areas.
21 A Weyl map connects a given function in the noncommutative Minkowski with a

corresponding function in commutative Minkowski, and is not unique. It is sufficient
to specify a Weyl map on the complex exponentials and extend it to the generic
function f(x), whose Fourier transform is f̃(p) = 1

(2π)4

∫
f(x)e−ipxd4x, by linearity

Ω(f) =
∫

f̃(p)Ω(eipx) d4p.
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Only a Quasigroup?

The discovery of the κ-Poincaré Hopf algebra [100] was not motivated by the
desire of addressing some specific physics issues, but rather as a solution to
a long-standing problem for the “quantum groups” literature: “quantum” (“q-
deformed”) versions of a large variety of algebras were being found, mainly using
the Drinfeld-Jimbo scheme [105], but for the Poincaré algebra the Drinfeld-Jimbo
scheme is not applicable. Lukierski, Ruegg, Nowicki and collaborators [100] re-
alized that from the q-deformation of the de-Sitter algebra one could obtain, by
appropriate Inonu-Wigner contraction, a quantum (Hopf) Poincaré algebra, the
κ-Poincaré algebra, which however was not a q-deformed version of Poincaré (a
dimensionless deformation) but rather a dimensionful deformation. Many “ba-
sis” for this Hopf algebra have been considered, but before the DSR proposal
no genuine group of symmetry transformations had been discussed. Indeed some
studies [106] concerning the exponentiation of Lorentz-like κ-Poincaré algebra
generators had led to disappointing results: rather than the familiar group of
finite symmetry transformations one would obtain by exponentiation only a
“quasigroup” (in the sense of Batalin [107]). Even though these results had
been obtained [106] working with a specific κ-Poincaré basis, they had led to the
expectation that in general κ-Poincaré could not give rise to a genuine group
of finite symmetry transformations. A result of DSR research which may be
viewed as independently also valuable from a pure κ-Poincaré perspective is the
one of [53], which identifies the first example of κ-Poincaré basis that leads,
by exponentiation of the generators, to a genuine group of finite transforma-
tions, and analyses this transformations from a DSR perspective. This result
provided much encouragement for applications of κ-Poincaré mathematics in
DSR research: with a consistent algebra one can at best describe infinitesimal
symmetry transformations, something which is of course not sufficient for a rel-
ativistic theory, whereas the finite transformations introduced in [53] essentially
established that κ-Poincaré mathematics could at least be used to obtain a de-
scription of one-particle energy-momentum which is consistent with the DSR
criteria.

A Sign Ambiguity?

The description of finite transformations obtained in [53], especially as later re-
fined in [108], also addresses another potential issue for the possibility of using κ-
Poincaré mathematics in the description of Planck-scale physics. The κ-Poincaré
Hopf algebra has a free dimensionful parameter with arbitrary overall sign. While
the magnitude of this parameter can be fixed “physically” by assuming that it
should be of the order of the Planck scale, the residual sign ambiguity could be
perceived as disappointing. However, while indeed the κ-Poincaré Hopf algebra
is consistent for either choice of sign, the requirement of using this mathematics
for the construction of a DSR framework, where the consistency of finite trans-
formations is required (whereas the consistency of a Hopf algebra concerns only
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the properties of the generators), allows, as discussed in Subsect. 4.4, to exclude
one of the sign choices.

No Clear Physical Meaning?

The fact that the DSR perspective on κ-Poincaré led to the first analyses of
finite κ-Poincaré transformations has also provided an opportunity for an intu-
itive physical characterization of the deformation parameter. In the “ κ-Poincaré
basis” that is consistent with the illustrative DSR example I have been consid-
ering (and in some other related bases) the deformed boost transformations of
momenta of fundamental particles are such that they saturate at a maximum
(minimum) 1/L̃p value of space momentum (wavelength). Therefore the para-
meter that characterizes the definining algebraic relations for generators of the
κ-Poincaré Hopf algebra, once the generators are exponentiated and used to de-
scribe finite transformations, may be used to introduce a minimum wavelength.

Also, while originally the motivation for obtaining the κ-Poincaré Hopf alge-
bra came just from the desire of extending the applicability of the quantum-group
research programme, the DSR literature has provided arguments for seeing the
emergence of at least some κ-Poincaré properties within certain Minkowski limits
of quantum-gravity theories. Most notably, it was noticed [13] that, according to
a popular perspective on the Loop Quantum Gravity research programme, the
deSitter limit of quantum gravity should be governed by a q-deformed deSitter
algebra, and that it is rather plausible that then the Inonu-Wigner contraction
to the Minkowski limit might give rise (following the technical steps of [100]) to
a description based on the κ-Poincaré algebra. This would finally legitimize the
assumption that the deformation parameter be identified with the Planck scale.

Inconsistent Laws of Energy-Momentum Conservation?

Up to this point I have mentioned some aspects of the κ-Poincaré mathematics
which at first appeared to represent obstructions for its use in DSR research, but
were eventually successfully handled in the DSR literature. But it is now time for
me to mention some key residual open issues for the applicability of κ-Poincaré
mathematics in DSR research. It is legitimate to hope that also these issues
may eventually be handled in a satisfactory way from the DSR perspective,
but they have been confronting the DSR community for some time, without
significant improvements, so one must acknowledge the risk that these aspects
of κ-Poincaré mathematics might force us to renounce to the use of κ-Poincaré
in the description of DSR Minkowski limits.

Among these open issues very important is the one that concerns the descrip-
tion of energy-momentum conservation in particle-collision/particle-production
processes. The idea of relativistic transformations between inertial observers was
very far from the objectives of pre-DSR work on κ-Poincaré Hopf algebras (as
mentioned, their motivation came from within the subject of quantum groups),
and it is therefore not surprising that the recipe adopted in the κ-Poincaré
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literature (see, e.g., [74] and references therein) for the description of energy-
momentum conservation, based on the coproduct sum (66) and an action of
boosts on the composed momenta induced by the action on each of the mo-
menta entering the composition, is not relativistically acceptable. In practice
from this κ-Poincaré perspective one assumes that, for example, for a particle-
producing collision process a + b → c + d the “energy-momentum-conservation”
condition would be (pa+̇pb)µ = (pc+̇pd)µ. Since no specific frame is mentioned
in the relevant studies [74] one should think that this be valid in any frame,
but from a relativistic perspective this is inconsistent with the description of
the action of boosts on composite momenta obtained [74, 109] by simply acting
with the boosts on the momenta of each particle (N(p+̇k) = [N(p)]+̇[N(k)]).
It is easy to verify [88] that the condition (pa+̇pb)µ = (pc+̇pd)µ is incompat-
ible with the condition (p′a+̇p′b)

µ = (p′c+̇p′d)
µ (where pj and p′j indicate the

momentum of the j-th particle in two frames). If (pa+̇pb)µ = (pc+̇pd)µ holds
in one frame then necessarily (p′a+̇p′b)

µ �= (p′c+̇p′d)
µ in some other frames. The

law (pa+̇pb)µ = (pc+̇pd)µ is still advocated even in the post-DSR κ-Poincaré
literature (see, e.g., [109]), but clearly it does not make sense relativistically.

If one should obtain a DSR theory using κ-Poincaré mathematics, then there
should be some other natural way to describe energy-momentum conservation
in terms of some structures within the κ-Poincaré Hopf algebra, but this has
not yet been found. One possibility that one may consider [110] requires giving
up the objectivity, in collision processes, of the momenta of individual particles
entering the process: one could attribute to a four-particle system (for example,
two particles entering the process and two “outgoing” particles) a total momen-
tum P tot

µ and assume that this total momentum transforms a la κ-Poincaré.
Then the requirement P tot

µ = 0 could be upheld in all frames, but the rule for
obtaining P tot

µ as coproduct sum of momenta would then give to the particles
participating in the process momenta which are not “relativistically objective”
(p′j not obtained from pj via a boost). This would of course be only acceptable
if the individual momenta of the particles participating in a process would not
be good observables at the Planck-scale level.

How Do We “Choose” a Basis for Energy-Momentum?

Perhaps even more significant is the problem of the “choice of basis” for κ-
Poincaré. From a mathematics perspective one can satisfactorily characterize a
Hopf algebra by giving commutators and cocommutators (coproducts and the
associated antipode and counit [2]) for a set of generators, but any nonlinear rede-
finition of the generators (Ai → Bi(Aj)), although it introduces rather profound
modifications in the structure of commutators and cocommutators, provides an
equally good way to characterize the Hopf algebra. As mentioned, for the case of
the κ-Poincaré Hopf algebra some changes of basis are very intuitively described
in terms of the dual κ-Minkowski spacetime: for example one basis provides a
natural description [7] of the space of functions of κ-Minkowski coordinates if
functions are conventionally written with the time-coordinate dependence to the
right (e.g., xy2t), and another basis provides a natural description of the space
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of functions of κ-Minkowski coordinates if functions are conventionally written
treating time and space symmetrically (e.g., xy2t + txy2).

So far so good: same space of functions, which can be equivalently described
using different conventions, associated with the same Hopf algebra, which is
correspondingly written in different “basis”. But the present description of
energy-momentum within κ-Poincaré [1–3, 7, 74] is strongly basis dependent!
The same Lagrangian theory in κ-Minkowski leads to different [7] concepts of
energy-momentum depending on the choice of conventions! Clearly we have not
understood how to describe energy-momentum in the κ-Minkowski/κ-Poincaré
framework. One possible way out is the eventual discovery that only one of the
basis allows the standard description of energy-momentum. But it is also possible
that “choice of basis problem” actually turns out to be a problem of description
of energy-momentum: perhaps one can have a good picture in any basis upon
appropriate improved description of energy-momentum.

4.10 Other Key Open Issues

Since the majority of DSR publications implicitly or explicitly explore the possi-
bility of using κ-Poincaré mathematics in the description of DSR Minkowski lim-
its, all the problems mentioned in the preceding subsection are also to be viewed
as problems for DSR research. There are a few other open problems whose study
can be motivated intrinsically from the concept of a DSR Minkowski limit, rather
than through the hope of relying on κ-Poincaré mathematics. In this subsection
I want to briefly mention some of these other open problems.

How should One Describe Macroscopic Bodies in DSR?

One key issue for the DSR research programme concerns the description of
macroscopic bodies. As stressed above, the availability of an observer-independent
length/momentum scale provides an opportunity for nonlinearities in the energy-
momentum sector, and these nonlinearities, even when typically small for fun-
damental particles, may add up to implausibly large new effects for macroscopic
bodies. This is in particular a key concern for the much-studied possibility of a
DSR Minkowski limit characterized by Planck-scale modifications of the energy-
momentum dispersion relation for fundamental particles. While such Planck-
scale modifications of the dispersion relation are clearly admissible for micro-
scopic particles (they are always observed with momentum/energy much smaller
that the Planck scale), they can easily lead to huge effects for a macroscopic body,
whose energy will be much larger than the Planck scale.

This problem is automatically absent for some forms of the dispersion relation
(see, e.g., [99]), and even when it could potentially be present it has been observed
(already in the first papers on the DSR idea [14]) that the same nonlinearities
that are producing the difficulty also appear to provide ways to overcome it.
Essentially in these cases there must be some mechanism such that macroscopic
bodies are governed by dispersion relations that are different from the ones
applicable to microscopic bodies.
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Another possibility [98] is that also the relation between momentum and
wavelength be affected by the Planck scale. In that case one could have a
nonlinear wavelength/frequency relation, while preserving the linearity of the
energy-momentum dispersion relation. If the nonlinearities are confined to the
wavelength/frequency relation the description of macroscopic bodies may be less
challenging [98].

What is the DSR Observer?

An issue which is possibly related to this “macroscopic-body problem” is the one
that concerns the description of DSR observers. For example, it is not implausi-
ble that the DSR observer be associated with a macroscopic system, to which the
Planck-scale deformation does not apply. As long as the description of macro-
scopic bodies is not settled, we might still have an incomplete understanding of
DSR observers.

At least for DSR proposals advocating a modified dispersion relation, it also
appears (as first stressed in [98], and recently rediscovered in [111]) that one
should think of these observers as equipped with a large variety of probes. Since
the speed of photons can be wavelength/energy dependent, some of the percep-
tions of the observer should perhaps depend on the type of probes the observer
uses in a given context. For example, in a context probed with high-energy probes
the observer might experience a different type of time dilatation and length con-
traction. And perhaps, rather than thinking of a single observer with different
types of probes, we should think of different types of observers, characterized by
the type of probes they use.

At the merely technical level these issues concerning the DSR observer are rel-
evant for establishing the relation between rapidity and relative velocity among
observers. Is the special-relativistic relation still valid?

What about Causality?

Of course, another key issue for DSR theories will be the one of causality:
should the introduction of the second observer-independent scale affect causal-
ity? For example, if indeed, as assumed in several studies, the second observer-
independent scale is introduced in such a way that ultra-high-energy pho-
tons would travel faster than the low-energy photons which we ordinarily ob-
serve/study (whose speed is well established to be given by the “speed-of-light
scale” c) the implications for causality should be profound. Actually, in a DSR
theory one might be able to accommodate a formal limit in which a single particle
has infinite energy and infinite speed.22

22 Of course, we cannot even contemplate a particle with infinite energy (we can at
best, very optimistically of course, contemplate the possibility to put all the energy
of the Universe in a single particle), but nevertheless the given relativistic theory
might predict a dependence of speed on energy which diverges in the infinite-energy
limit, and in that case (in spite of the formal nature of the infinite-energy limit)
there would be important implications for causality.



268 G. Amelino-Camelia

This might even have some welcome consequences: for example, a few au-
thors have used (see, e.g., [57]) some preliminary intuition about the “new DSR
causality” to construct cosmological models based on DSR that would not re-
quire inflation. These are the proposals, already mentioned above, which provide
a new variant of “time-varying-speed-of-light cosmology”.

But several aspects of causality might require a careful analysis in any given
proposed DSR framework. Would the observers which have ultra-high-energy
photons at their disposal be able to introduce a concept of time that is (to good
approximation) absolute? The dilatation of the muon lifetime due to its velocity
would depend on which probes we use to establish this lifetime?

What about Noninertial Observers?

The idea of DSR Minkowski limit was introduced [14] as possibility for one aspect
of the quantum-gravity realm. Of course, from a full quantum-gravity perspective
a description that is applicable only to the Minkowski limit represents only a
small piece of the puzzle. Taking DSR as starting point for quantum gravity
the next natural step would be to consider noninertial observers, a description
of noninertial observers that is compatible with the DSR description of inertial
observers. Or equivalently a description of curved (quantum) spacetimes, and a
description of the dynamics of such spacetimes, which admits as Minkowski
limit a DSR Minkowski limit. A key issue [98] for such studies comes from
the observation that we might be required to attribute to the Planck scale a
double role: a role in the gravitational coupling (because of the relation between
G and the Planck scale) and a role in the structure of spacetime (and/or the
structure of energy-momentum space). If this intuition turns out to be correct
we might have to face significant challenges at the conceptual level. It is always
very significant when two operatively well-defined (and apparently independent)
physical quantities turn out to be identified (see, e.g., the Equivalence Principle
for inertial and gravitational mass).

A Gravity Rainbow?

One of the many attempts to introduce mathematical structures suitable for the
description of a DSR Minkowski limit is based on the introduction of an energy-
dependent metric. This technique was named “gravity rainbow” by Magueijo
and Smolin, who first proposed it as a tool for DSR research [54]. As for other
formalisms being proposed for the description of a DSR Minkowski limit, also
this proposal still lacks a fully developed interpretation and implementation. It
is easy to see however how the language of an energy-dependent metric could be
used for an effective description of modified energy-momentum relations in the
Minkowski limit. For example, if the modified dispersion relation is of the type

C = p2 + f(E,Ep)E2 , (69)

where C is the deformed “mass Casimir” and Ep denotes the Planck energy
scale, one could introduce an energy-dependent metric gµν(E,Ep) such that
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g00(E,Ep) = f(E,Ep)η00 and gij = ηij and describe the same dispersion relation
as

C = pµgµν(E,Ep)pν . (70)

As mentioned above, the possibility of an observer-independent Planck-scale
modification of the energy-momentum dispersion relation is one of the most
studied possibilities as a “physics ingredient” for a DSR Minkowski limit, and
therefore the gravity rainbow formulation might indeed be relevant for DSR
research.

Actually, it is well known that in some DSR schemes, even some of those
considered in the earliest DSR studies [14, 98], the abstraction of a classical
spacetime (and of a standard metric) is not available in general. As stressed in
[98], if an observer-independent nonlinear deformation of the dispersion relation
is adopted and velocity is described by v = dE/dp, then one observer, “O”,
could see two particles with different masses mA and mB moving at the same
speed and following the same trajectory (for O particles A and B are “near” at all
times), while for a second observer O′ the same two particles would have different
velocities (so they could not possibly be “near” at all times). This then leads
inevitably [98] to considering spacetime as an approximate concept, only valid
within a certain class of observations and with a certain level of approximation.
In the low-energy regime one could still introduce a spacetime and an associated
metric. And one could still have [98] a spacetime and a metric (but a different
metric, depending on the energy) in certain special high-energy processes (e.g.
processes involving all particles with the same energy and mass). But in general
(e.g. for processes involving several particles with large hierarchies of energies)
one should do without [98] a conventional concept of spacetime (and of course
without a conventional concept of metric).

So, at present, the “gravity rainbow” concept of an energy-dependent metric,
while providing an intuitive characterization of modified dispersion relations and
some associated effects, is still not naturally applicable to other aspects of a DSR
Minkowski limit. Especially when several energy scales are involved, a simple-
minded implementation of an energy dependence of the metric might lead to
ambiguities.

One possibility that could perhaps be considered for a variant of the gravity-
rainbow proposal consists [90] in replacing the energy-dependent metric with
a corresponding statement of nonlinear relation between covariant fourmomen-
tum and contravariant fourmomentum. After all (in an appropriate sense) the
Minkowski limit does not really require us to make explicit reference to a met-
ric: the ordinary ηµν is only used to lower and raise indices, and in particular
it is used to relate (linearly) the covariant fourmomentum and the contravari-
ant fourmomentum. The energy dependence of the metric in the Minkowski limit
could be a simple way to express a requirement of nonlinear relation between the
covariant fourmomentum and the contravariant fourmomentum. One of the two
(say, the covariant fourmomentum) could still transform according to ordinary
Special Relativity, but then the relativistic properties of the other would codify
departures from the special-relativistic predictions. This leads one to consider a
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previously unexplored possibility for the construction of DSR Minkowski limits.
Whereas usually in DSR research one assumes that the same nonlinear realiza-
tion of the Lorentz symmetry group should be applied to all energy-momentum-
space quantities, one should perhaps also contemplate the possibility that, say,
the covariant fourmomentum still transforms linearly under Lorentz transforma-
tions, while the contravariant fourmomentum might indeed transform nonlin-
early. In general one could notice that in the classical Minkowski limit various
quantities, such as the covariant fourmomentum, the contravariant fourmomen-
tum, and the frequency/wavenumber fourvector, all transform in the same linear
way under Poincaré transformations, but in a Planck-scale-accurate description
of the Minkowski limit some differences may arise, and, for example, the trans-
formation rules of some of these quantities might still be linear, while some other
of these quantities might transform nonlinearly.

4.11 On the Criteria for a DSR Minkowski Limit

For obvious “historic” reasons the quantum-gravity community is more accus-
tomed to deal with mathematical frameworks rather than with physics concepts,
and on some occasions the fact that for the physical concept of a DSR Minkowski
limit we still do not have some fully satisfactory mathematical realizations has
been source of some confusion. The tendency by some authors to identify the
“physics project” of a DSR Minkowski limit with some specific formalism has
also led to some inconsistency in the terminology. Additional confusion is gener-
ated by studies in which the authors quickly conclude that they are proposing a
DSR Minkowski limit whenever “the Planck length takes the role of an absolute
scale”, without verifying that the “absolute scale” is such to require departures
from some standard special-relativistic laws.

In light of this possibility of confusion it is perhaps useful to mention ex-
plicitly some possible roles for the Planck scale that would indeed require a
DSR Minkowski limit, and some that would not. And let me start by observing
that if in the Minkowski limit of a given quantum-gravity theory one had the
Planck length setting an observer-independent minimum allowed value of wave-
length, then of course one would be dealing with a DSR Minkowski limit. Under
special-relativistic boosts wavelengths contract, and therefore in order to enforce
an observer-independent minimum-wavelength law one should necessarily intro-
duce departures from Special Relativity, and the observer independence of the
postulated new law should allow to accommodate the departures from Special
Relativity in such a way that the Galilei Relativity Principle would still hold. A
role for the Planck length as observer-independent minimum wavelength would
require a modification of Special Relativity just like one needs to modify Galilei
Relativity in order to accommodate a maximum-speed law (speeds transform
linearly under Galilei boosts).

Similarly a DSR Minkowski limit would necessarily arise in a quantum-
gravity theory which in the Minkowski limit predicts the existence of some
absolutely fundamental particles whose energy is constrained by an observer-
independent bound (E ≤ 1/Lp). But of course if in the Minkowski limit one
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finds a bound on the mass (rest energy) of the particles then instead there is no
a priori reason for expecting DSR structures. Mass is an invariant of Poincaré
transformations, so an observer-independent bound on mass does not necessar-
ily affect Poincaré symmetry. A useful example of the situation in which an
absolute scale does not affect symmetries is provided by the Planck constant �

in the quantum mechanics of angular momentum. Angular momentum trans-
forms under space rotations, but � is most fundamentally a scale affecting the
square modulus of angular momentum, L2

x + L2
y + L2

z, which is an invariant un-
der space rotations, and in fact the scale � can be introduced without affecting
space-rotation symmetry [88].

For what concerns the fate of Poincaré symmetry in the Minkowski limit of
quantum gravity it is therefore crucial to establish whether the Planck scale is in-
troduced “a la c” (the speed bound introduced through c required a deformation
of Galilei boosts) or is introduced “a la �” (the properties of L2

x+L2
y +L2

z intro-
duced through � do not affect in any way space-rotation symmetry). An early
attempt to introduce a length scale (possibly the Planck length) in spacetime
structure in such a way that it would not require any modification of Poincaré
symmetry is the one of Snyder [86], who indeed postulated some spacetime non-
commutativity and then provided a lengthy defense of the thesis that the system
would still be Poincaré invariant. Some confusion may arise from the fact that in
some recent papers (see, e.g., [111]) there has been some discussion of a “Snyder-
type modification of special relativity”, as this terminology misses the point that
Snyder was trying to prove23 just the opposite: an absolute length scale can be
introduced without modifying Poincaré symmetry.

Going back to a list of concepts which imply or do not imply a DSR
Minkowski limit, let me now focus on the minimum-uncertainty intuition that is
common in the quantum-gravity literature. If in the Minkowski limit of quantum
gravity there is an observer-independent bound on the measurability of lengths
(δL ≥ Lp) then necessarily this would have to be a DSR Minkowski limit. In-
stead there is no need to introduce departures from Poincaré symmetry if there
is a bound on the measurability of proper lengths (the length of an object in its
rest frame is of course a Poincaré-invariant quantity).

And in closing, since there is literature on the possibility of a maximum
acceleration [112, 113], let me also stress that acceleration is a Poincaré invari-
ant, and therefore a quantum-gravity theory predicting an observer-independent
upper bound on acceleration will not require a DSR Minkowski limit.

While this is only a very limited list of examples it should suffice as a warning
that it is not sufficient to argue that “the Planck length takes the role of an
23 While Snyder should be credited for the idea of introducing the Planck scale in

spacetime structure in such a way not to affect Pincaré symmetry, it is actually
still unclear whether Snyder succeeded. Some of the tools more recently developed
to analyze noncommutative geometries were not available to Snyder. Even now we
only have a reliable description of rotation and boost transformations in the Snyder
spacetime, which are indeed undeformed, whereas it is still unclear how to properly
describe translations, which are often affected by severe ambiguities in noncommu-
tative geometry (see, e.g., [7]).
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absolute scale” in order to provide support for a DSR Minkowski limit. One must
go through the (sometimes tedious, but extremely valuable) exercise of deriving
the explicit form of the laws of transformation between observers, verifying that
indeed the transformation laws are Planck-scale modified.

4.12 A DSR Challenge to the Wider Quantum-Gravity Community

The idea of DSR Minkowski limit also implicitly raises a challenge for those
researchers in the quantum-gravity community who are seeking a “fundamental
role for the Planck scale” without paying attention to the differences between
the various types of fundamental scales that are possible in physics. For exam-
ple, several papers adopt the hypothesis that the Planck length should set the
minimum allowed value for wavelengths, but before the proposal in [14] of the
concept of a DSR Minkowski limit this minimum-wavelength studies never ex-
plored the implications for special relativity. Similarly, there is a large literature
on a vague hypothesis that the Planck length should set the absolute limit on
the measurability of lengths, but the relevant studies often do not even provide
an explicit statement concerning whether this absolute limit applies to the mea-
surement of proper lengths or to the measurement of the length in any frame.
The opposite attitude is equally dangerous for what concerns the amount of con-
fusion produced in the literature: some authors, once they have established that
in a chosen framework the Planck length has the role of “fundamental scale”,
quickly jump to the conclusion that they are dealing with a DSR Minkowski
limit, whereas in order to draw such a conclusion one should first make sure
that the Planck scale affects nontrivially the laws of transformation between
inertial observers.

5 More on the Similarities
with Beyond-Standard-Model Research

I have stressed already that there are some similarities between beyond-Special-
Relativity research and beyond Standard-Model research. From the point of view
of the development of a research methodology this represents an opportunity
for beyond-Special-Relativity research, which should borrow heavily from the
experience of the more mature field of beyond-Standard-Model research.

The key common point is that both research programmes look beyond some
very successful theories, guided both by a general desire of further improving
(extending) our confidence in the reliability of these theories and by an interest
in exploring the implications of some arguments that appear to expose limita-
tions in the applicability of these theories. For the Standard Model perhaps the
best indication of incompleteness comes from the so-called “hierarchy problem”,
while for Special Relativity perhaps the best indication of incompleteness comes
from arguments combining Quantum Mechanics and General Relativity that lead
to the expectation that spacetime should not be describable as a smooth classi-
cal geometry at ultrashort distances. [In turn the expectation of a nonclassical
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short-distance structure of spacetime leads to an expectation of departures from
Special Relativity, since many properties of Special Relativity originate from the
“smoothness” of the Minkowski spacetime.]

While some similarities in the structure of beyond-Special-Relativity research
and beyond Standard-Model research have (probably fortuitously) emerged, in-
cluding the mentioned amusing role that “loopholes” of the Coleman-Mandula
theorem have played on both sides (with supersymmetric algebras and Hopf al-
gebras), in general I feel that beyond-Special-Relativity research has not being
profiting enough from the experience of beyond Standard-Model research. The
situation is perhaps improving over the last couple of years, but traditionally
(with a few noticeable exceptions) beyond-Special-Relativity research did not
make use of the type of methodology that allows a phenomenology to make ro-
bust progress. Often the problems start already at the onset of the phenomenol-
ogy, and may even involve unwise use of terminology. The most successful “test
theories” beyond the standard model, such as the ones based on supersymmetry
or technicolor, are well-defined proposals, consistently referred to throughout
the particle-physics literature. In several instances beyond-Special-Relativity re-
search has not relied on well-defined test theories, and it has happened that
different articles ended up claiming different limits on the same parameters but
were actually introducing those parameters within different test theories (mak-
ing very different assumptions on how to introduce the relevant beyond-Special-
Relativity parameters), and therefore one should have not even considered a
comparison of the proposed experimental limits. I have presented elsewhere [43]
a detailed case for the necessity to rely on some commonly-adopted test theories
also on the beyond-Special-Relativity side.

Another example is the use of observations in astrophysics. Particle physicists
use astrophysics observations very prudently, especially when (as it often hap-
pens) they are not yet well-understood/well-established. In many cases this ends
up being taken perhaps too far, and it is assumed that one should only rely on
laboratory data, disregarding completely astrophysics observations. For many
aspects of beyond-Special-Relativity phenomenology there is no other option
than the one of relying on astrophysics observations. If done cautiously, ensur-
ing that the “experimental bounds” are derived in truly conservative manner,
robust progress must be (perhaps slowly) achievable even using astrophysics ob-
servations, but too often beyond-Special-Relativity phenomenology has placed a
lot of trust on astrophysics observations which were/are still not fully established
and were/are still subject to many different interpretations.

Clearly a debate based on poorly specified test theories analyzed on the ba-
sis of some little-understood observations would not do much for the progress
of beyond-Special-Relativity phenomenology. This phenomenology should and
can do much better than this, as illustrated by several recent studies. Follow-
ing the example of beyond-Standard-Model research is in this case particularly
recommendable.

The careful use of terminology is also very important, especially in light of the
sense of confusion with which, as mentioned, beyond-Special-Relativity research
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is looked at from the outside. Terms such as “supersymmetry” and “techni-
color” are used consistently throughout the particle-physics literature. Instead
beyond-Special-Relativity proposals tend to dangerously change name rather
frequently, and/or end up carrying multiple names. One example is the valu-
able research programme on the “Standard Model Extension”: in several papers
this name identifies a scheme whose primary ingredient (and a primary reason
of appeal [114] for those working on it) is the power-counting renormalizabil-
ity of the beyond-Special-Relativity corrections added to the Standard Model,
but some other papers (at least some recent ones) are now reserving the name
“Standard Model Extension” for a wider scheme, in which the power-counting-
renormalizability requirement is removed, and denote as “Minimal Standard
Model Extension” the one that insists on power-counting renormalizability.
Somewhat similar is the situation for the use of the expression “varying-speed-of-
light theories”: at first this was used to characterize theories with a time-varying
speed of light, and papers on the phenomenology of these varying-speed-of-light
theories consistently focused on constraints for the time dependence of the speed
of light, but recently the same name has also been used [17] to characterize the
possibility of both a time- and an energy- dependence of the speed of light.

While the type of confusion induced by the use of names such as “Stan-
dard Model Extension” and “varying-speed-of-light theories” should probably
be mostly armless, there are potentially more dangerous abuses of terminology
in the beyond-Special-Relativity literature. In particular, a few recent papers
(see, e.g., [111] and references therein) have renamed doubly special relativity
as “deformed special relativity”, and, besides the uneconomical and potentially
confusing choice to carry two names for the same research programme, this is
particularly inappropriate since there is an older research programme called “de-
formed special relativity” (see, e.g., [115] and references therein), which pursues
completely different physics motivation and physics objectives.

Those readers who are using these notes as their first introduction to beyond-
Special-Relativity research should be cautious in using keyword searches as a way
to go deeper in the literature.

6 Another Century?

The specific beyond-Special-Relativity research line to which I devoted a dis-
proportionately large part of these notes, the quantum-gravity-inspired doubly-
special-relativity proposal, provides an example of how different strategies for the
development of beyond-Special-Relativity research may fruitfully benefit form
one another: in particular, all “general tests of Special Relativity” that preceded
the proposal of doubly-special relativity were actually testing the hypothesis
that both the first and second postulate would fail, the first most dramati-
cally with the loss of equivalence of inertial observers. We are now challenged
to contemplate tests of departures from Special Relativity that preserve the
first (relativity-principle) postulate while allowing revisions the second postu-
late. This is therefore an idea that, even though it originated from considering
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some aspects of the quantum-gravity problem, could be valuable for the whole
physics community.

The assumption that the laws of Nature admit a “Minkowski limit” governed
by Special Relativity can now claim more than a century of success. The fact that
over these past few years on several types of modifications of Special Relativity
the experimental limits have improved very rapidly, in spite of the fact that they
failed to uncover any departures, can be seen as encouraging: the experimental
side is reaching a certain maturity and if the pace of improvement continues to be
so fast the discovery of departures from Special Relativity may really be behind
the corner (or at least it might not require another century of patience). Also
encouraging is the fact that the quality of the hints obtained from theoretical
studies on quantum-gravity and cosmology has started to improve significantly.
This may allow to focus and strengthen our efforts particularly in the directions
suggested by the theory arguments.

In order to profit fully from these opportunities I feel that the methodology
of phenomenological beyond-Special-Relativity work must be of the type that
produces a robust intelligible link between theory and data and must establish
“experimental limits” that are conservative and reliable enough to be used as
“facts” by the rest of the physics community. To a large extent this is already
being done, and, perhaps using as guidance the experience of beyond-Standard-
Model research, one may be optimist that further improvements are forthcoming.
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1 Introduction

The anniversary of a great idea is usually a good occasion for critical reassess-
ment of its meaning, influence, and future. In theoretical physics, where method-
ology, instead of hermeneutics, is based on Popperian conjectures and refutations
scheme this last issue – the future – is, of course, the most important. Thus, in
the course of the celebrations of the 100 anniversary of the Theory of Relativity,
we are mostly interested in asking the questions: Is Special Relativity still to be
regarded as the correct theory describing relativistic phenomena (particles and
fields kinematics and dynamics) in flat space-time? Will it survive the next 100
years, and if not, which theory is going to replace it?

One quite often hears the opinion that there is, in fact, no such theory as
Special Relativity. What we have to do with is just a very particular, flat space-
time limit of General Relativity. And given the fact that few of us doubt that
the ultimate theory of gravity should be Quantum Gravity (in the form of Loop
Quantum Gravity, or String Theory, or perhaps – and most likely – in the disguise
we do not really know yet) the question to be posed is: what is the flat space,
semiclassical limit of Quantum Gravity?

For a long time it was taken as obvious that such a limit should be just the
ordinary Special Relativity. Recent developments, however, put some doubts on
this naive conclusion. First, assuming that one or another form of (super)strings
theory is indeed the correct theory of Quantum Gravity one may contemplate the
idea that in the (super)string vacuum, corresponding to our universe, Lorentz
invariance is spontaneously broken. This would certainly lead to some, possibly
observable, modifications of Special Relativity [1]. Violation of Lorentz symmetry
is also possible in models based on Loop Quantum Gravity [2]. The issue of
Lorentz Invariance Violation and its possible observational consequences has
been recently reviewed in [3] and [4].

The core of all the proposals of spontaneous Lorentz symmetry breaking is
introduction of some sort of aether. While phenomenological models of this form
are certainly interesting, making possible to device precise experimental tests,
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they are much less appealing theoretically, since they are based on rejection of
the most cherished principle of physics, the relativity principle.1 In our view
there is no a priori reason, neither theoretical, nor experimental, to contemplate
violation of relativity principle. This does not mean that modifications of Special
Relativity are not possible, and we will argue below that there are good reasons to
believe that if one regards Special Relativity (understood as a kinematical theory
of particles and fields on flat semiclassical space-time) as a limit of (quantum)
gravity, it is inevitable that some, Planck scale corrections, must be present. In
a sense, the presence of this scale reflects the “memory” of flat space-time about
its (quantum) gravitational origin.

2 Postulates of Doubly Special Relativity

Let us start with the plausible assumption that the flat space-time kinematics
of point particles originates in some theory of quantum gravity. Assume further
that in taking the flat space-time, semiclassical limit there is no breaking of
spacetime symmetries, and in particular that the relativity principle holds (in
other words, the diffeomorphism invariance of the theory is not being broken in
the process.) After taking this limit the space-time will be, at least locally, the
standard Minkowski space-time, however it may well be that the resulting theory
still possesses some information about its origin, in the form of the observer
independent mass scale, κ, of order of Planck scale. This scale will be still present
as a parameter in the transformation laws, relating different inertial observers.

If such a scale indeed is present, it is natural to expect that deviations from
the standard Special Relativistic kinematics arise in the processes characterized
by the energy scale close to κ, and that these deviations should be rather generic
[5]. For example, it may happen that the standard dispersion relation for particles
acquires additional terms, to wit

E2 = p2 + m2 + α
E3

κ
+ . . . (1)

with α being a dimensionless parameter of order 1.
Naively, modified dispersion relation would immediately imply the existence

of preferred frame, since if it holds in one frame it does not hold in any other,
1 One should note that the presence of aether does not necessarily mean breaking of

Lorentz symmetry. It is well possible that the relations between inertial observers still
form Lorentz (or Poincaré) group, however, group elements would, in the presence of
the aether, depend both on relative velocity of observers and velocity with respect to
the aether. Physically, the breaking of Lorentz symmetry means that some physical
processes (particle reactions, for example) are possible for some range of velocities
relative to the aether and impossible for other velocities. In DSR proposal, which
we will describe below, the central postulate is that relativity principle still holds,
and thus if some process is observed by one observer it is observed by all other.
There is also some specific relation between descriptions of the same process by two
observers, which depends only on their relative velocity.
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related to the original one by the standard Lorentz transformation. However we
can demand that along with deforming dispersion relation we deform Lorentz
transformations, so that (1) (and their generalizations to be introduced shortly)
remain invariant under action of six parameter group of transformations, with
generators satisfying Lorentz SO(3, 1) algebra.

Based on this intuition, Giovanni Amelino-Camelia [6,7] formulated a set of
postulates that should be satisfied by new theory, replacing Special Relativity,
in the regime of ultra-high energies, and he dubbed this theory Doubly Special
Relativity.

Doubly Special Relativity is based on the following postulates:

1. The Relativity Principle holds. This means that if two observers describe the
same phenomenon, possible differences in their descriptions can only depend
on their relative motion (in the case of inertial observers – their relative ve-
locity). In particular there is no notion of absolute rest, and absolute motion.
It follows also that if some process is observed by one observers (for example
particle (1) collides with particle (2) producing particle (3)), all observers
agree that this process takes place.

2. There exist two observer-independent scales: the velocity scale c, identified
with velocity of light, and, the mass scale κ, identified with Planck mass
(κ ∼ 1019 GeV).

It is worth recalling at this point what is the difference between observer
independent scales and other dimensionful quantities one encounters in physical
theories. To be more specific, let us consider the question what is the difference,
in the framework of the standard Special Relativity, between a coupling constant,
like electric charge e or Planck’s constant �, and the velocity of light c. In the
first case, of dimensionful coupling constants, all observers measure their values
with the help of identical, low energy experiments, performed in their rest frame.
Then the relativity principle2 guarantees that all the observers will obtain the
same numerical values of the constants. These values can be then used in other
experiments. In the case of the speed of light the situation is different however.
Since this speed is an observer independent scale, we demand also that if two
inertial observers measure velocity of the same photon, they will obtain the same
result. This is clearly incompatible with Galilean Relativity, but, as we know, has
been successfully built into the principles of his Special Relativity. Analogously,
in the construction of Doubly Special Relativity we postulate the presence of
yet another observer-independent scale, this time of dimension of mass, whose
numerical value is presumed to be of order of Planck mass.3

2 In the “passive” form: Identical experiments performed by inertial observers give
the same results.

3 Note, however, that contrary to Special Relativity, in which we know physical objects
moving with the velocity of light (massless particles), in the case of DSR we do not
know (yet?) physical objects exemplifying the scale κ.
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It has soon been realized [8,9] (for recent review see [10]) that these postulates
are satisfied in the framework of theories in which Poincaré algebra is replaced
by deformed κ-Poincaré algebra [11–14].4

One possible realization is provided by the, so-called, bicrossproduct (or
Majid–Ruegg) basis [13], in which the commutators between rotation Mi, boost
Ni, and momentum Pµ = (P0, Pi) generators are the following

[Mi,Mj ] = εijkMk, [Mi, Nj ] = εijkNk,

[Ni, Nj ] = −εijkMk . (2)

and
[Mi, Pj ] = εijkPk, [Mi, P0] = 0

[Ni, Pj ] = δij

(
1
2

(
1 − e−2P0/κ

)
+

P2

2κ

)
− 1

κ
PiPj ,

[Ni, P0] = Pi .

As one can easily check, the Casimir of the κ-Poincaré algebra (2), (3) reads

C = κ2 cosh
P0

κ
− P2

2
eP0/κ −M2. (3)

It is easy to check also that the expansion of (3) to the leading order in 1/κ
yields (1).

One should note at this point that the bicrossproduct algebra above is not the
only possible realization of DSR. For example, in [15, 16] Magueijo and Smolin
proposed and carefully analyzed another DSR proposal, called sometimes DSR2.
In DSR2 the Lorentz algebra is still not deformed and there are no deformations
in the brackets of rotations and momenta. The boosts– momenta generators have
now the form

[Ni, pj ] = i

(
δijp0 −

1
κ
pipj

)
, (4)

and
[Ni, p0] = i

(
1 − p0

κ

)
pi. (5)

It is easy to check that the Casimir for this algebra has the form

M2 =
p2
0 − p2

(1 − p0/κ)2
. (6)

In order to describe kinematics of a particle we must extend the above algebra
to the algebra of phase space of the particle. We will not derive here all the
results, and the reader could find the derivation with references to the original
4 It should be stressed however that DSR is not just the κ-Poincaré algebra – not

only in the sense analogous to the well known fact Special Relativity is not just the
Poincaré algebra – there might be DSR proposals in which this algebra does not
play any role.
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literature in the review paper [10]. Instead we will just state the main results
which will be important below, when we compare DSR with a theory resulting
as a flat limit of gravity coupled to point particles.

• Both the bicrossproduct (2)–(3) and Magueijo–Smolin algebras (4)–(6) can
be understood as examples of larger class of algebras constructed as follows.
In the standard Special Relativity four-momentum can be thought of as a
point of four dimensional flat manifold of Lorentz Signature – the flat mo-
mentum manifold. Notice that in this case positions, being “translations of
momenta” are points of another flat Minkowski space. In transition to DSR,
assume instead that the space of momenta is a maximally symmetric man-
ifold of (constant) curvature, 1/κ2. In the limit when κ goes to infinity, the
curvature goes to zero and we return to Special Relativity, as we should. In
given coordinates on this constant curvature momentum space, each point
will correspond to some four-momentum. As it is well known, the group of
symmetries in this case is the 10-parameter (in 4 dimensions) de Sitter group
SO(4, 1). This group possesses a six-parameter subgroup, SO(3, 1), isomor-
phic with Lorentz group, and one can easily compute what will be infinitesi-
mal action of the group elements on points of the manifold. It turns out that,
for example, the bicrossproduct basis corresponds to the standard system of
coordinates, used in cosmology. More details can be found in [10] and [17].

• What about the remaining four parameters of de Sitter group SO(4, 1)? It is
well known from differential geometry, that while the generators of SO(3, 1)
act as “rotations” the remaining ones play the role of “translations”. This
means that it is natural to identify them with positions. It turns out to be
convenient to arrange the remaining four generators xµ so as to form the
Iwasawa decomposition of the so(4, 1) algebra; explicitly their commutators
could be brought to the following form

[
xi, xj

]
= 0,

[
x0, xi

]
=

1
κ
xi (7)

The noncommutative space-time satisfying (7) is called κ-Minkowski space-
time.

• It should be noted that there is a natural Hopf algebra structure associated
with an algebra of symmetries of de Sitter space. This algebra turns out to be
exactly the quantum κ-Poincaré algebra of [11–14]. For more details see [18].

• It should be also noted that one can in principle construct analogous structure
starting from the momentum space of the particle being anti–de Sitter space
[19]. Explicit models in four dimensions are not known in this case, however
they play a role in 2+1 gravity coupled to a particle, as we will discuss in
details below.

Given characterization of properties of single particle DSR models let us now
turn to the question, what is DSR coming from.
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3 Constrained BF Action for Gravity

It is usually considered rather obvious that Special Relativity, regarded as a
theory of particle kinematics should emerge somehow from General Relativ-
ity coupled to point particles in a limit, in which gravitational interactions are
“switched off”. It turns out that it is surprisingly difficult to prove this claim in
the framework of the standard Einstein formulation of GR. First of all “switching
off” gravity would presumably mean going to zero with gravitational constant,
but this limit is known to be pathological in GR. Moreover it is well known that
coupling of GR to point particle is at least problematic, if not impossible.

Our starting point must be therefore some another (but equivalent) form of
the gravity action. The convenient form has been derived recently by Freidel and
Starodubtsev [20]. The starting point of that paper is the observation theory
of gravity can be defined by the action containing two parts: the “vacuum”
one, being a topological field theory with an appropriate gauge group, and the
constraints, leading to the emergence of the dynamical degrees of freedom of
gravity. Both parts are manifestly diffeomorphism invariant, which opens new
perspectives in construction of diffeomorphism-invariant perturbation theory for
quantum gravity. From our perspective, however, the most important aspect of
this theory would be that it makes it possible both to define a limit, in which local
degrees of freedom of gravity are switched off and the point particle coupling.
One can say that in this formulation theory of gravity has the well defined “DSR
limit.”

The construction of the Freidel–Starodubtsev theory borrows from earlier
works [21–23] and is based on the SO(4, 1) gauge theory. The basic dynamical
variables are5 so(4, 1) connection one form AIJ , and the so(4, 1)-valued two-form
BIJ . The starting point is the action principle [20]

S =
∫

BIJ ∧ FIJ (8)

where FIJ is the curvature of connection AIJ . The equations of motion following
from this action

FIJ = 0
dABIJ = 0 (9)

where dA is the covariant derivative of connection A, tell that the connection is
flat, while the BIJ field is covariantly constant. The solutions of these equations
on locally connected region U is of the form

A = g−1 d g B = g−1 df g, g ∈ SO(4, 1), f ∈ so(4, 1) (10)

The theory is therefore almost trivial, without any local degrees of freedom.
5 Below we use BOLD typeface to denote forms (space-time indices suppressed) and

SANS SERIF typeface to denote Lie algebra valued fields (group indices suppressed).
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In order to get General Relativity we must break local symmetry of the
theory from SO(4, 1) down to the Lorentz group SO(3, 1). To this end we denote
by 5 the preferred direction in the algebra space, and add to the action the term
which explicitly breaks the SO(4, 1) gauge symmetry, to wit

S =
∫

BIJ ∧ FIJ − α

2
BIJ ∧ BKLεIJKL5 (11)

Let us now decompose the algebra index I = (i, 5), i = 0, . . . , 3 with εijkl =
εIJKL5 being an invariant SO(3, 1) tensor. Note that now the first equation in
(9) is replaced by

FIJ = αBKLεIJKL5 (12)

and is manifestly not SO(4, 1) covariant.
The B-field enters the action S only algebraically, so we can substitute the

solution (12) back to the action (11) to get

S =
1
4α

∫
Fij ∧ Fklεijkl. (13)

It is convenient at this point to decompose the curvature as follows

Fij(A) = Rij(ω) − 1
l2

ei ∧ ej

Fi5(A) =
1
l
dωei (14)

where ωij = Aij is the 4-dimensional connection one-form and ei = eµ
i dxµ

is a frame field which corresponding to the metric gµν = eiµ eiν . Rij is the
so(3, 1) curvature of connection ω, Rij(ω) = dωij + ωi

k ∧ ωkj . Notice that for
dimensional reasons we had to introduce the scale l, of dimension of length.
Using the equations for the curvature (14), we can rewrite the action in terms
of so(3, 1) curvature:

S =
1
4α

∫
(Rij(ω) − 1

l2
ei ∧ ei) ∧ (Rkl(ω) − 1

l2
ek ∧ el)εijkl

= − 1
2G

∫
(Rij(ω) ∧ ek ∧ el − Λ

6
ei ∧ ek ∧ el)εijkl

+
1
4α

∫
Rij(ω) ∧ Rkl(ω)εijkl (15)

What we get is nothing but the Palatini action of General Relativity with cosmo-
logical constant plus additional term whose variation vanishes identically due to
Bianchi identity. Note that the Newton’s constant G equals αl2, while the cosmo-
logical constant Λ = 3/l2. Thus the coupling constant α = GΛ/3 is dimensionless
and extremely small, which makes it a perfect candidate for a parameter of (both
classical and quantum) perturbative expansion. As stressed by Freidel and Staro-
dubtsev [20], the constrained BF theory is therefore very promising as a starting
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point for construction of perturbative quantum gravity, where diffeomorphism
invariance is manifestly preserved at all steps of perturbative expansion.

To the initial, topological action (8) we can still add the SO(4, 1) cosmological
term of the form

− β

2

∫
BIJ ∧ BIJ . (16)

This addition changes the equations of motion:

FIJ − β BIJ = 0
dABIJ = 0 (17)

(the second equation follows in fact from the first and Bianchi identity.)
It can be shown that the action (16) is still topological, i.e., without local

degrees of freedom. As before we can add to this action the α constraint, in order
to obtain the action of General Relativity with the additional term 2

γ Rij(ω) ∧
ei ∧ ej and more more topological terms. The “bare action” parameters l, α, β
are related to the physical ones G, Λ, and γ (Immirzi parameter) as follows
Λ = 3/l2, γ = β/α, G = α2−β2

α l (for more details and discussion of possible
physical relevance of γ parameter see [20], and also recent paper [24].)

The convenient basis of so(4, 1) algebra is provided by Dirac matrices
γij = 1

2 [γi, γj ] and γiγ5. Using the so(4, 1) algebra valued fields Aµ, Bµν the
constrained BF action for gravity can be rewritten in the following form

S =
∫

d4xεµνρσTr(BµνFρσ(A))

−β

2

∫
d4xεµνρσTr(BµνBρσ)

−α

2

∫
d4xεµνρσTr(BµνBρσγ5) (18)

It is quite easy to couple point particles to the constrained BF action. Indeed
since AIJ is a one form, it couples naturally to one-dimensional objects – the
particles world-lines.

The general procedure of coupling particles carrying non-abelian charges to
Yang-Mills potential has been developed by Balachandran, Marmo, Skagerstam,
and Stern (see [25] and references therein.) In the case at hands6 the gauge group
is SO(4, 1). This group acts by conjugation on its algebra, and the orbits can be
labelled by two numbers, corresponding to values of two Casimirs, representing
mass and spin of the particle, as follows

K =
1
2
mγ1γ

5 +
1
4
s γ2γ3 (19)

As the second ingredient we take connection, gauge-transformed by an arbitrary
element h of the Lorentz subgroup SO(3, 1) of SO(4, 1)
6 The results presented below have been obtained in collaboration with L. Freidel and

A. Starodubtsev.
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Aµ
h = h−1Aµh + h−1∂µh, h = exp

(
1
4
αabγab

)
(20)

where, as before so(4, 1) connection A decomposes into so(3, 1) connection ω and
tetrad e

Aµ =
(

1
2
eµ

a γaγ
5 +

1
4
ωµ

ab γab

)
(21)

Then the action of the particle with mass m and spin s coupled to constrained
BF gravity is defined to be

L(z, h) = Tr
(
KAτ

h(τ)
)

S =
∫

dτ L , (22)

where Aτ
h ≡ Aµ

h(z(τ))żµ(τ) is the value of gauge transformed connection (20)
on the particle world-line. We see therefore that the dynamics of the particle is
described with the help of the charge K it carries, and the Lorentz transforma-
tion h relating the particle rest frame and the frame of (asymptotic) observer. It
can be shown that variation of the action (22) leads to the correct Mathiasson-
Papapetrou equations describing the dynamic of spinning particle in the presence
of torsion. When the torsion is zero we recover the usual Mathiasson-Papapetrou
equation, which in the case of vanishing spin reduces to the usual geodesic equa-
tion.

Having defined the coupling of the particle to gravitational field we can ad-
dress the question as to what would be the effective behavior of the particle in
the limiting case, when the local degrees of freedom of gravitational field are
being switched off. To answer this question, one should proceed as follows: take
the action being the sum of (18) and (22), solve the resulting equations of mo-
tion, and then take the limit α → 0. To see which outcomes of this procedure
are possible, note that that although in this limit the gravitational field will be-
come flat in the bulk space-time, there might be some nontrivial leftover at the
worldline of the particle. This contribution of the gravitational field may lead
to deformation of the (otherwise free) particle action (22), leading to DSR like
behavior.

Unfortunately, due to the technical difficulties, the programme described
above has not been realized in practice yet. What can be done, however, is
to turn to a simpler model of gravity coupled to a particle, in 2+1 dimensions.
As we will see in the next section the structure of this model is very similar to
the four-dimensional case with the parameters α, β equal zero, i.e., in the limit
we are mostly interested in. Moreover, the three-dimensional case is not purely
of academic interest, as the following argument, borrowed from [26] and [10],
clearly shows.

The main idea is to construct an experimental situation that forces a dimen-
sional reduction from the four dimensional to the 2 + 1 dimensional theory. It is
interesting that this can be done in quantum theory, using the uncertainty prin-
ciple as an essential element of the argument. Let us consider free elementary
particles in 3 + 1 dimensions, whose mass are less than G−1 = κ. The motion
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of the particles will be linear, at least in some classes of coordinates systems,
not accelerating with respect to the natural inertial coordinates at infinity. Let
us consider the particle as described by an inertial observer who travels perpen-
dicular to the plane of its motion, which we will call the z direction. From the
point of view of that observer, the particles are in an eigenstate of longitudinal
momentum, P̂ tot

z , with some eigenvalue Pz. Since the particles are in an eigen-
state of P̂ tot

z their wavefunction will be uniform in z, with wavelength L where
(note that we assume here that L is so large that we can trust the standard
uncertainty relation; besides this uncertainty relation is not being modified in
some formulations of DSR)

L =
1

P tot
z

(23)

At the same time, we assume that the uncertainties in the transverse positions
are bounded a scale r, such that r ( 2L. Then the wavefunction for the the
particles has support on a narrow cylinder of radius r which extend uniformly
in the z direction. Finally, we assume that the state of the gravitational field
is semiclassical, so that to a good approximation, within C the semiclassical
Einstein equations hold.

Since the wavefunction is uniform in z, this implies that the gravitational
field seen by our observer will have a spacelike Killing field ka = (∂/∂z)a.

Thus, if there are no forces other than the gravitational field, the semiclassical
particles must be described by an equivalent 2+1 dimensional problem in which
the gravitational field is dimensionally reduced along the z direction so that
the particles, which are the source of the gravitational field, are replaced by
punctures.

The dimensional reduction is governed by a length d, which is the extent
in z that the system extends. We cannot take d < L without violating the
uncertainty principle. It is then convenient to take d = L. Further, since the
system consists of the particles, with no intrinsic extent, there is no other scale
associated with their extent in the z direction. We can then identify z = 0 and
z = L to make an equivalent toroidal system, and then dimensionally reduce
along z. The relationship between the four dimensional Newton’s constant G4

and the three dimensional Newton’s constant G3 = G is given by

G3 =
G4

L
=

G4P tot
z

�
(24)

Thus, in the analogous 3 dimensional system, which is equivalent to the original
system as seen from the point of view of the boosted observer, the Newton’s
constant depends on the longitudinal momentum.

Of course, in general there will be an additional scalar field, corresponding
to the dynamical degrees of freedom of the gravitational field. However, since
we are interested only in the four-dimensional limit, in which local degrees of
freedom of the gravitational field are not present, all these fields will vanish this
limit.

Now we note that, if there are no other particles or excited degrees of free-
dom, the energy of the system can to a good approximation be described by
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the hamiltonian H of the two dimensional dimensionally reduced system. This
is described by a boundary integral, which may be taken over any circle that
encloses the particle. But it is well known that in 3d gravity H is bounded from
above. This may seem strange, but it is easy to see that it has a natural four
dimensional interpretation.

The bound is given by

M <
1

4G3
=

L

4G4
(25)

where M is the value of the ADM hamiltonian, H. But this just implies that

L > 4G4M = 2RSch (26)

i.e. this has to be true, otherwise the dynamics of the gravitational field in 3+1
dimensions would have collapsed the system to a black hole! Thus, we see that
the total bound from above of the energy in 2 + 1 dimensions is necessary so
that one cannot violate the condition in 3+1 dimensions that a system be larger
than its Schwarzschild radius.

Note that we also must have

M > P tot
z =

�

L
(27)

Together with (26) this implies L > lPlanck, which is of course necessary if the
semiclassical argument we are giving is to hold.

Now, we have put no restriction on any components of momentum or position
in the transverse directions. So the system still has symmetries in the transverse
directions. Furthermore, the argument extends to any number of particles, so
long as their relative momenta are coplanar. Thus, we learn the following.

Let HQG be the full Hilbert space of the quantum theory of gravity, coupled
to some appropriate matter fields, with Λ = 0. Let us consider a subspace of
states Hweak which are relevant in the low energy limit in which all energies are
small in Planck units. We expect that this will have a symmetry algebra which
is related to the Poincaré algebra P4 in 4 dimensions, by some possible small
deformations parameterized by G4 and �. Let us call this low energy symmetry
group P4

G.
Let us now consider the subspace of Hweak which is described by the system

we have just constructed . It contains the particle, and is an eigenstate of P̂ tot
z

with large P tot
z and vanishing longitudinal momentum. Let us call this subspace

of Hilbert space HPz
.

The conditions that define this subspace break the generators of the (possibly
modified) Poincaré algebra that involve the z direction.7 But they leave unbroken
the symmetry in the 2 + 1 dimensional transverse space. Thus, a subgroup of
P3+1
G acts on this space, which we will call P2+1

G ⊂ P3+1
G .

7 Notice that if we assume that the four-dimensional rotational symmetry is neither
broken, nor deformed, we can recover the whole 4d deformed Poincaré algebra from
the 3d one.
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We have argued that the physics in HPz
is to good approximation described

by an analogue system of a particle in 2+1 gravity. However, as we will see in the
next section the symmetry algebra acting there is not the ordinary 3 dimensional
Poincaré algebra, but the κ-Poincaré algebra in 3 dimensions, with

κ−1 =
4G4P tot

z

�
(28)

Now we can note the following. Whatever P4
G is, it must have the following

properties:

• It depends on G4 and �, so that it’s action on each subspace HPz
, for each

choice of Pz, is the κ deformed 3d Poincaré algebra, with κ as above.
• It does not satisfy the rule that momenta and energy add, on all states in H,

since they are not satisfied in these subspaces.
• Therefore, whatever P4

G is, it is not the classical Poincaré group.

Let us therefore turn to gravity coupled with point particle in 2+1 dimension.

4 DSR from 2+1 Dimensional Gravity

Even if not for the argument given in the preceding section, the 2+1 dimensional
gravity coupled with point particles would be a perfect test ground for investi-
gating properties of DSR theories. As it is well known this theory is topological,
i.e., does not posses any local degrees of freedom, moreover its action

S =
∫

d3xTr (e ∧ F(ω))

resembles very closely the four dimensional action of the constrained BF theory
in the DSR limit

S =
∫

d4xTr (B ∧ F(A))

Investigations in 2+1-dimensional gravity have been pioneered by Staruszkie-
wicz in 1963 [27], with interest revived by seminal papers by Deser, Jackiw and
’t Hooft [28] and Witten [29]. Here we will follow the approach proposed by
Matschull and Welling in [30].

The action for (2+1) gravity reads:

S =
1

16πG

∫

M

d3xεµνρTr(eµFνρ) (29)

and the basic fields are dreibein eµ and antisymmetric spin connection ωµ,
whereas G is the gravitational constant, which in (2+1) gravity has a dimension
of inverse mass. The Lorentz group in 2+1 dimension SO(2, 1) is isomorphic to
SL(2, R) (which we will in the following denote just SL(2)) and thus the field
strength Fνρ defined as:
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Fig. 1. Space-time of a single particle in 2+1 gravity has conical singularity at the top
of the cone (r = 0), being the position of the particle. The opening angle of the cone is
related to the particle mass and equals α = 8πGm. In the case of a spinning particle
the space-time geometry is called a spinning cone characterized by deficit angle, related
to the mass and time offset related to the spin, see [28]

Fµν = ∂µων − ∂νωµ + [ωµ, ων ] (30)

is Lie algebra sl(2)-valued. It is convenient to assume that the dreibein eµ is also
sl(2)-valued, where this time the algebra is regarded as a vector space, isomorphic
to the three dimensional Minkowski space. As a basis of the sl(2) algebra we take
three dimensional Dirac matrices in real (Majorana) representation and the trace
in (29) is just the matrix trace. The field equation following from (29) are

εµνρDνeρ = 0, εµνρFνρ = 0 (31)

The first equation implies that connection is torsion free, while the second assures
the metric is flat. The general solutions of these equations on a simply connected
region U ⊂ M is well known. It consists of the pair of scalar fields (g, f), valued
in the Lie group SL(2) and Lie algebra sl(2), respectively, such that

ωµ = g−1∂µg, eµ = g−1∂µf g (32)

where g ∈ SL(2) and f ∈ sl(2). Note the similarity between this solution and
the solution of the BF theory (10).

Introduction of a particle causes the spacetime to assume the shape of a cone
with a particle placed at its top (see Fig. 1). The cone is characterized by the
mass-dependent deficit angle α:

α = 8πGm (33)

where m-particle mass, G-gravitational constant. In what follows we will set
8πG = 1, so that the allowed range of the mass is m ∈ [0, π).

In polar coordinates (t, r, ϕ), the solution of Einstein equations corresponding
to a single spinning particle is of the form
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e0 = dt +
s

2π
dφ

e1 =
(
1 − m

2π

)
cosφdr − r sinφdφ

e2 =
(
1 − m

2π

)
sinφdr + r cosφdφ

ω0 =
m

2π
dφ, ω1 = ω2 = 0 (34)

This solution corresponds to particle described, similarly to (22) as a delta-
like singularity with an appropriate Poincaré charge. There is, however an-
other, more convenient way of treating particles proposed by Matschull and
Welling [30], illustrated in Fig. 2. As a result we get singularity free, simply con-
nected spacetime, with boundaries. To make cylindrical boundary look like one
dimensional worldline of the particle, we take additional assumption that it cir-
cumference vanishes, which can be expressed as requirement that the component
eϕ vanishes on the boundary

ēϕ = 0 at r = 0 , (35)

where bar marks the value of the field on the boundary.
Since our manifold is simply connected now, a general solutions of Einstein

equations in the neighborhood of the boundary is provided by two functions
(f(r, ϕ, t), g(r, ϕ, t)) satisfying (32). On this solution we must impose appropriate
boundary conditions, one of which would be (35) at r = 0, and another that
guarantees continuity of dreibein and connection along the cut r ≥ 0, φ = 0, 2π.
For convenience let us denote f±(r, t) = f(r, t;φ = 0/2π) and g± = g(r, t;φ =

Fig. 2. A different way of description of a point particle has been proposed by Matschull
and Welling [30]. Instead of a cone with singularity, they propose to use a manifold with
boundaries, constructed as follows. We take the cone in Fig. 1, cut off its tip, and then
cut the resulting surface along the line φ = 0 = 2π. The resulting, simply connected
manifold with boundaries is shown in the figure. On this surface we introduce polar
coordinates: 0 ≤ r < ∞, where the line r = 0 corresponds to the horizontal boundary,
and 0 ≤ φ ≤ 2π, where the lines φ = 0 and φ = 2π correspond to the left and right
vertical boundaries. To make the surface r = 0 looking as a worldline of a particle, we
further assume that eφ(r = 0, t) = 0
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0/2π). Since ωµ and eµ are to be continuous at the boundary, f± and g± are not
independent, and are related by global Poincaré transformation of the form

g+ = U−1g−, f+ = U−1(f− − v)U (36)

where U ∈ SL(2) and v ∈ sl(2) are constant.
Now the condition (35) along with (32)

ēϕ = ḡ−1∂ϕ f̄ ḡ = 0 (37)

tells that f̄ = f̄(t). This and the fact that boundary represents worldline the
particle makes it possible to identify f̄ with the location of the particle in space-
time

f̄(t, ϕ) = x(t) (38)

Moreover, using the condition f+(t) = f−(t) and Poincaré transformation, we
find that

v = x(t) − Ux(t)U−1 (39)

Taking time derivative of this equation and making use of the fact that U and v
are constants gives

0 = ẋ(t) − UẋU−1 (40)

This last equation is satisfied if and only if the group element U is of the form

U = u1 + paγ
a, paγ

a =
1
m

ẋ (41)

It is natural then to identify pa with components of momentum of the particle.
Note however that this momentum has an unusual property, namely it is, geo-
metrically, a point of the three dimensional anti de Sitter space. Indeed, since
U ∈ SL(2), detU = 1 and thus it follows from (41) that

u2 + p2
0 − p2 = 1 (42)

which is just a definition of anti de Sitter space. We see therefore that three di-
mensional gravity coupled to point particle possesses a fundamental DSR char-
acteristics: the energy-momentum manifold is curved.8

It can be shown that instead of the standard dispersion relation the particle
on shell satisfies the deformed equation

papa − sin2 m = 0 (43)

8 Four dimensional DSR theories with energy-momentum manifolds of the form of anti
de Sitter space have not been intensively investigated, though they are known to
exist, see [19]. It is not clear if they arise naturally as a limit of 3+1 gravity. It is also
not completely clear if de Sitter energy momentum spaces, intensively investigated
in the context of DSR in four dimensions, can be obtained in the 2+1 dimensional
case.
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Of course, in the limit when m ( 1 (remember that the mass scale is set equal
1) we recover the standard dispersion relation.

We know from (32) that the gravitational field in the bulk is pure gauge. It
follows that when particles are present the only dynamical degrees of freedom
may be associated with boundaries. Therefore, if we start with the action for
gravity on the manifold with boundaries, like that in Fig. 2, and then perform
symplectic reduction, as the result we find action defined only on the worldline
on the particle. As we will see in the moment this action differs from the free
particle one: the presence of gravitational field causes deformation of the particle
lagrangian, exactly in the DSR spirit.

The procedure described briefly above has been performed by Matschull and
Welling [30] and the resulting action reads

L = −1
2
Tr(U−1U̇ x) − ς

(
1
2
Tr(U) − cosm

)
(44)

where ς is the Lagrange multiplier enforcing the mass shell constraint (43). Us-
ing the expression (41) and the fact that Tr(γaγb) = 2ηab we can rewrite the
Lagrangian in the component form as follows

L = −
(
√

p2 + 1 ηab + εabc pc −
pa pb

√
p2 + 1

)

xb ṗa − ς
(
p2 − sin2 m

)
(45)

It can be shown that, in spite of the complex, nonlinear form of the Lagrangian,
the resulting equations of motion are just the standard one, to wit

ṗa = 0, ẋa = ς pa. (46)

Let us now turn to discussion of the symmetries of the particle action

S =
∫

dτ L (47)

It is clear from the form of the Langrangian (45) that the action is invariant under
standard action of Lorentz generators, so that the Lorentz transformations of
both position and momentum are the same as in Special Relativity.

To find generators of Lorentz transformations, we should first derive the
form of Poisson brackets, resulting from the symplectic potential in (45). These
brackets read

{pa, pb} = 0 (48)

{pa, xb} = δa
b
√

p2 + 1 + εa
bc pc (49)

and
{xa, xb} = 2εabc xc (50)

Note that this last bracket tells that the positions of the particle do not com-
mute. The exact form of this bracket differs from κ-Minkowski type of non-
commutativity (7), but is very closely related to it [26].
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Using these bracket it is not difficult to derive the form of Noether charges
Ja, generating Lorentz transformations through Poisson bracket. These charges
have the form

Ja =
√

p2 + 1 εabc x
b pc + 2x[a pb] p

b (51)

and together with conserved momenta they form the standard Poincaré algebra.
Note however that while the action of Lorentz generators Ja on space-time

variables xa is purely classical, the action of translations, generated by momenta
pa is deformed, as a result of the bracket (49). This means that in spite of the fact
that the particle lives just in Minkowski space-time the translational invariance
is lost (or being deformed). This reminds somehow the model considered by
Wess [31], in which also the isometry group is not deformed by itself, but by its
action on space-time (or, more generally – phase space) variables.

The form of the particle Lagrangian (44) suggest simple generalization to the
case when the energy momentum space is more general than the SL(2) manifold
considered by Matschull and Welling. Consider, for example, the case when this
space has the form of de Sitter space. It follows from Iwasawa decomposition of
SO(d, 1) group (where d is dimension of space-time and momentum space) that
in this case the relevant group element has the form [32], [18]

U = exp(p0t0) exp(piti) (52)

where the generators of the “translational” part of Lie algebra so(d, 1) t0, ti
satisfy the commutational relations reminding the ones of κ-Minkowski space-
time

[t0, ti] = −ti, [ti, tj ] = 0 (53)

The kinetic term of the Lagrangian reads in this case

Lk = −Tr(U−1U̇ x) = −
(
x0 − pix

i
)
ṗ0 − xiṗi (54)

and is invariant under action of the Lorentz group of the form of (3), appended
by an appropriate action on position variables (see [17], [10] for details.) In order
to get the complete lagrangian, one should add to (54) the term ςC, where C is the
Casimir (3). It can be then checked that κ-Minkowski type of non-commutativity
(7) follows from the Lagrangian (54). It is not clear, however, if this Lagrangian
can be obtained from gravity directly. Work on this question is in progress.

5 Conclusions

“Seventy-five thousand generations ago, our ancestors set this program in motion,” the
second man said, “and in all that time we will be the first to hear the computer speak.”

“We are the ones who will hear,” said Phouchg, “the answer to the great question
of Life!..”

“The Universe!..” said Loonquawl.
“And Everything!..”
“Alright,” said Deep Thought. “The Answer to the Great Question. . . ”
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“Yes!..”
“Of Life, the Universe and Everything. . . ” said Deep Thought.
“Yes!..”
“Is. . . ” said Deep Thought, and paused.
“Yes!..”
“Is. . . ”
“Yes!!!?..”

“Forty-two,” said Deep Thought, with infinite majesty and calm.9

The current status of DSR reminds somehow the Adams’ “forty-two”, the
answer to the question, which we do not really know. To be honest, we do not
have any proof yet that this answer is correct, though we hope that Pierre Auger
Observatory and GLAST satellite will provide us with such a proof. However,
as we tried to argue above, there are more and more indications that the right
question is “What is the semiclassical, flat space limit of quantum gravity?” It is
our hope that it would not require seventy-five thousand generations to convince
ourself that this hypothesis is correct.
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Abstract. The construction of effective Hamiltonians describing corrections to flat
space particle dynamics arising from the granularity of space at very short distances is
discussed in the framework of an heuristic approach to the semiclassical limit of loop
quantum gravity. After some general motivation of the subject, a brief non-specialist
introduction to the basic tools employed in the loop approach is presented. The heuristi-
cal semiclassical limit is subsequently defined and the application to the case of photons
and spin 1/2 fermions is described. The resulting modified Maxwell and Dirac Hamil-
tonians, leading in particular to Planck scale corrections in the energy-momentum
relations, are presented. Alternative interpretations of the results and their limita-
tions, together with other approaches are briefly discussed along the text. Three topics
related to the above methods are reviewed: (1) The determination of bounds to the
Lorentz violating parameters in the fermionic sector, obtained from clock comparison
experiments. (2) The calculation of radiative corrections in preferred frames associ-
ated to space granularity in the framework of a Yukawa model for the interactions and
(3) The calculation of synchrotron radiation in the framework of the Myers–Pospelov
effective theories describing Lorentz invariance violations, as well as a generalized ap-
proach to radiation in Planck scale modified electrodynamics. The above exploratory
results show that quantum gravity phenomenology provides observational guidance in
the construction of quantum gravity theories and opens up the possibility of probing
Planck scale physics.

1 Introduction

Most theories of gravity suggest that our notion of space-time as a continuum
needs to be revised at short distances (high energies) of the order of the Planck
length �P ≈ 10−33 cm (Planck mass, MP ≈ 1019 GeV). At these scales quantum
effects should be important and since space-time is to be considered as a set
of dynamical interacting variables, instead of a mere background where physics
occurs, the quantum nature of them together with their corresponding fluctu-
ations could induce modifications to our standard notion of space-time. The
consequences of space-time been considered as a continuum have been already
successfully probed up to the much lower energies of ≈ 103 GeV, corresponding
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to the standard model of particle physics. The sixteen orders of magnitude be-
tween our current experimental arena and the region where such new effects
would become relevant provides in fact plenty of room to look for modifications
of our generally accepted ideas of space-time. We will refer to this new possi-
bility as space-time presenting a granular or foamy structure in the following.
Central to this question is the long time honored problem of finding a consistent
unification of gravity and quantum mechanics, which nowadays is been actively
pursued by loop quantum gravity [1] and string theory [2], among others lines
of research. At any rate, a complete formulation of quantum gravity must ex-
plain how the standard notion of space-time at macroscopical length scales is
recovered, thus validating the many successful test of classical Einstein gravity
that have been performed and which have served to make sure that the correct
starting point to construct the full theory has been taken.

Then a reasonable question to ask is whether or not such short length (high
energy) effects leave any imprint in the dynamics of particles at standard model
energies, which we could be able to detect with present day technology and
observational sensibilities.

On one hand, from a purely phenomenological point of view one would expect
some modifications to arise in the same way as particle propagation properties
change when they move in a medium, with respect to those in the vacuum. Of
course the analogy of a modified structure of space-time with a propagating
medium is at most very tentative because the idea of a medium presupposes
the existence of something external in which it is embedded. On the contrary,
space-time is the arena where phenomena occur and there is nothing external
to it. Nevertheless it is very plausible that a drastic change in our description of
space-time would induce modifications in the way we deal with physics at such
very short scales. Here we take the point of view that there is a remnant of such
modifications at standard model energies, which are described by an effective
field theory valid up to scales much lower than the Planck mass. These correc-
tions manifest themselves as additional terms contributing to the propagation
and interactions of known particles.

On the other hand, for a long time it has been taken for granted that Planck
scale phenomena is completely out of reach from present experiments and/or
observations (astrophysical, for example). Recent investigations show that this
is definitely not the case, thus opening the door to a new area of research called
Quantum Gravity Phenomenology (QGP) that is designed to use existing and
forthcoming experiments and/or observations to restrict or constraint compet-
ing theories of quantum gravity based on their predicted imprints at these lower
energies [3]. A partial list of references describing such efforts is given in [4, 5].
This is definitely a great advance over the purely aesthetically criteria that pre-
vailed before. Even though QGP has made independent advances in restricting
the different parameters encoding some of the proposed modifications induced
at standard model energies, there still remain the open problem of calculating
them as a rigorous semiclassical approximation of a fundamental theory. Only
after this gap is filled one could really be in position to use the observations
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to restrict the latter. The work presented here summarizes an heuristical step
towards the estimation of the flat space semiclassical limit in the realm of LQG,
together with further elaborations upon the results obtained in this way. Also
some closely related topics originating from different approaches are discussed.

Before going to the details, let us briefly describe some of the alternative
points of view to be found in the literature regarding the question of whether
or not a granular or foamy structure of space would induce modifications to
particle dynamics at standard model energies. Such modifications have been
mainly understood in terms of the violation of standard Lorentz covariance,
either through the introduction of preferred reference frames or by means of the
inclusion of an extended or deformed Lorentz relativity. In the following we will
generically refer to theses possibility as Lorentz invariance violation (LIV).

A first viewpoint is that modifications that manifest themselves in the form
of LIV, do not arise. In this way covariance under the standard Lorentz transfor-
mations would be perfectly compatible with a discrete nature of space at Planck
scale, which is encoded in the discrete spectrum of area and volume operators
in LGQ, for example. This would be analogous to the well known property that
the discrete spectrum of the angular momentum operator does not preclude the
invariance of a system under the continuous rotation group [6,7].

A second possibility is that corrections in the form of LIV do in fact arise.
Within this point of view different alternatives have been also considered, which
can be separated in two further categories:

(i) The first one can be characterized by a phenomenological parameterization
of all possible corrections terms, according to the dimensionality of the cor-
responding LIV operators, which are assumed to arise via a spontaneous
Lorentz symmetry breaking of a more fundamental model like string theory,
for example [8]. These vacuum expectation values define a set of preferred
frames, called concordant frames [9], in which the LIV terms can be main-
tained appropriately small when going from one frame to another via a
passive (observer) Lorentz transformation. This is analogous to the descrip-
tion of atomic phenomena in the presence of an external magnetic field,
where rotational invariance is broken by active (particle) transformation.
Nevertheless, one can rotate the apparatus and perform the experiment in
the presence of the rotated external field. The Standard Model Extension
(SME) [11] belongs to this class and it has been highly successful in allowing
a unified description of the great amount of experimental data that has been
gathered since 1960 [10] in relation to the experimental verification of the
isotropy of apace, the transformation properties among inertial frames and
the validity of the discrete transformations C, P and T as well as its possi-
ble combinations [12]. The SME has been recently generalized to incorporate
gravity [13]. More recently LIV models based upon dimension five operators
have been constructed [14] and thoroughly analyzed in [15, 16]. Within the
approach (i) we find also direct extensions of Dirac and Maxwell equations
incorporating modifications which go beyond effective field theories [17]. An
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alternative approach to LIV via spontaneous symmetry breaking can be
found in [18].

(ii) A second broad category of researches which leads to dynamical corrections
can be distinguished by an effort to obtain such modifications either from an
extension or deformation of the standard Lorentz relativity principle [19–24],
or from a fundamental description of quantum gravity like, for example: an
effective field theory description of quantum general relativity [25,26], a ver-
sion of non-critical string theory [27–29] or the approach of loop quantum
gravity [30–35]. Alternative ways of incorporating such dynamical modifica-
tions can be found in [36,37].

The most immediate way in which the corrections to the dynamics show up is
through modifications to the energy-momentum relations for the particles [38,39]

ω2
± = |k|2 ± ξ

|k|3
EQG

, (1)

E2
R,L = |p|2 + m2 + ηR,L

|p|3
EQG

, (2)

as shown above for photons and fermions, respectively. The connection of such
modifications with gravity, together with the possible astrophysical observation
of the energy-dependent velocity in high-energy photons arriving from cosmo-
logical sources was suggested in [40]. In fact, the frequency dependent photon
velocity

|v±| =
∂ω

∂|k| =
(

1 ± ξ
3
2

|k|
EQG

+ . . .

)
(3)

predicts a time delay ∆t in the arrival of two photons having an energy difference
∆E and travelling a distance L, given by

∆t ≈ ξ
∆E

EQG

L

c
. (4)

Here EQG denotes the scale where quantum gravity effects become relevant,
which is usually taken as the Planck energy. As emphasized in [40], the tiny con-
tribution of ξ/EQG can be amplified by selecting large energy differences or, more
effectively, distances L of cosmological magnitude. It is important to emphasize
that this time delay is a purely kinematical consequence of the modified disper-
sion relations. The orders of magnitude L ≈ 1010 l.y., ∆E ≈ 20MeV, EQG =
1019 GeV, ξ ≈ 1, lead to ∆t ≈ 10−3 s, which is within the range of sensitivities
δt in actual and forthcoming gamma ray bursts (GRB) observations. In order to
measure such effect it is necessary that δt < ∆t. Present sensitivities allow for
estimates of the lower bounds for EQG/ξ presented in Table 1. Future planned
observations of GRB at cosmological distances having well determined red shifts
z, together with greater sensitivities ranging form 10−6 s (RHESSI: Reuben Ra-
maty High Energy Solar Spectrometer) to 10−7 s (GLAST: Gamma Ray Large
Area Telescope) will allow a substantial increase of such bounds. The fireball
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Table 1. Bounds upon the quantum gravity scale EQG/ξ

z δt(s) Objects EQG/ξ(GeV ) Source

0.031 280 Markarian421 > 4.0 × 1016 [4]
0.0085-3.42 0.064 GRB′s (BATSE) > 6.9 × 1015 [41]
0.3 0.031 GRB021206 (RHESSI) > 1.3 × 1017 [42]

model of GRB emission [43, 44] predicts also the generation of 105 − 1010 GeV
neutrino bursts which will be detected by observatories like NUBE (Neutrino
Burst Experiment), OWL (Orbiting Wide-angle Light collector experiment) and
EUSO (Extreme Universe Space Observatory), for example. This will open up
the possibility of using such particles, some times detected in coincidence with
the respective photons, to set further bounds upon the quantum gravity scale
EQG.

Very soon after the proposal of [40], the first derivation of a consistent electro-
dynamics leading to the dispersion relations (1) was obtained in the framework
of a loop quantum gravity inspired model [30]. The resulting modified Maxwell
equations are

∇ · E = 0, ∂tE = −∇× B + 2 ξ �P ∇2 B , (5)
∇ · B = 0, ∂tB = +∇× E − 2 ξ �P ∇2 E , (6)

leading to the energy-momentum relation

ω± = |k| (1 ∓ 2 ξ �P |k|) . (7)

Additional bounds upon the parameters describing the quantum gravity in-
duced modifications have been obtained by incorporating the dynamics through
the SME or similar constructions. In particular, the topics of Lorentz and CPT
violations have been thoroughly studied in low energy physics via theory and ex-
periments related to: Penning traps, clock comparison measurements, hydrogen-
antihydrogen studies, spin polarized dispersion and muon experiments, among
others subjects [45].

Finally we mention the use of astrophysical phenomena to discuss such mod-
ified theories. Distinguished examples are the bounds imposed by polarization
measurements from astrophysical sources [46], the study of ultra high energy
physics processes, among them cosmic rays, [47–51] and the consequences of the
detected synchrotron radiation from the Crab nebulae, as well as that from other
objects [15,16,52,53]. For recent reviews about such topics see [54].

This contribution summarizes the work carried over in collaborations with
different colleagues and it is organized as follows. Section 2 contains a non-
specialist review of some basic elements of LQG to be subsequently employed in
the estimation of the induced dynamical modifications. In Sect. 3 we describe the
general features involved in the heuristical calculation of the effective photon and
fermion Hamiltonians incorporating Planck scale corrections induced by LQG.
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These Hamiltonians are presented in Subsect. 3.3 together with some related
comments. The remaining Sect. 4 is devoted to selected phenomenological appli-
cations of models presenting Planck scale dynamical corrections. Using existing
data from clock-comparison experiments, in Subsect. 4.1 we obtain stringent
bounds upon combinations of parameters appearing in the effective fermionic
Hamiltonian previously derived. The incorporation of radiative corrections to
the description of LIV effects in preferred frames associated to space granularity
is discussed in Subsect. 4.2, leading to severe fine-tuning and naturalness prob-
lems. Subsection 4.3 contains the discussion of synchrotron radiation in LIV
electrodynamics, emphasizing the model of [14], which is phenomenologically
formulated as a theory parameterizing LIV with dimension five operators. Fi-
nally, a unified description of radiation in Planck scale modified electrodynamics
including different models is presented in Subsect. 4.4.

2 Basic Elements from Loop Quantum Gravity (LQG)

Detailed reviews of LQG can be found in [1, 55]. Here we just indicate some of
the basic features that will be relevant in our heuristic calculation and present
an intuitive, non-specialist introduction to this approach. LQG turns out to be
the formulation of Einstein gravity as a Hamiltonian gauge theory with addi-
tional constraints, written in terms of non-local gauge covariant, diffeomorphisms
invariant quantities. It is formulated in four dimensions and the matter cou-
plings are obtained by rewriting the standard ones in terms of the new variables.
This background independent, non-perturbative theory has allowed substantial
progress in the old problem of producing a consistent quantum description of
Einstein gravity. It has successfully dealt with traditional problems like a macro-
scopic account of the black hole entropy [56] and the construction of non-singular
cosmological models [57], among other topics. One of its most notable predictions
is the property that area and volume operators are quantized in terms of the
corresponding powers of �P , thus signaling a granular structure of space at short
distances [58]. It is precisely the possible consequences that such granularity
may induce at energy scales of the standard model what is to be explored in this
work. This question is intimately related to the still open problem of the semi-
classical limit in LQG: how does one recover the continuous metric description
of space-time starting from the quantum version of it?.

2.1 The Passage to the New Variables

LQG is formulated in terms of the Ashtekar-Barbero variables that arise as a
canonical transformation from the usual ADM variables. Here we summarize the
main steps leading to this choice and closely follow [55].

Let us start from the standard Einstein-Hilbert action for gravity in the
signature (−,+,+,+)

S[gµν ] =
1
2κ

∫ (
d4x
) √

−det(gµν) (4)R, κ =
8πG
c3

, (8)
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where (4)R is the four dimensional Ricci scalar. The ADM variables result from
a foliation of spacetime in 3D surfaces Σ of constant parameter t, described by
coordinates xa, a = 1, 2, 3, together with the parameterization of the ten vari-
ables gµν in terms of the six components on the induced three-metric qab on Σ,
plus the three components of the shift vector Na and the lapse function N . In
terms of these variables the four dimensional metric is

gtt = qcdN
cNd −N2, gta = gat = qacN

c, gab = qab (9)

and the action (8) reads

S[qab, Na, N ] =
1
2κ

∫
dt

∫ (
d3x
) √

det(qab) N
(

(3)R + KabK
ab − (Ka

a )2
)

,

(10)
where all the indices are now lowered or raised by qab and its inverse qcd. Here
(3)R is the Ricci scalar of the manifold Σ. The information about the velocities
q̇ab is contained in the extrinsic curvature

Kab =
1

2N
(q̇ab − LN qab) = Kba , (11)

where LN denotes de Lie derivative along the vector Na. Introducing the canon-
ical momenta

1
κ
Πab =

δS

δq̇ab
=

1
κ

(
Kab − qabKc

c

)√
det(qab) , (12)

Π =
δS

δṄ
= 0, Πa =

δS

δṄa
= 0 (13)

and making a Legendre transformation one finds

S[qab, Πab, Na, N ] =
1
2κ

∫
dt

∫ (
d3x
) [

Πab q̇ab −NaHa −N H
]
.

(14)

The above action shows that gravity is a fully constrained theory with zero
canonical Hamiltonian. The invariance under local diffeomorphisms in Σ is gen-
erated by the constraints Ha, while the dynamics is generated by the Hamiltonian
constraint H. These are first class constraints which can be written as explicit
functions of the canonical variables. The shift and the lapse functions turn out
to be Lagrange multipliers.

The symplectic structure corresponding to (14) is given by the Poisson brack-
ets {

Πab(x), qcd(y)
}

= 2κδa(cδ
b
d)δ

(3)(x,y) , (15)

with the remaining ones being zero.
The second step towards the construction of the new variables is to introduce

a non-abelian SO(3) ≈ SU(2) formulation of the action (14). To this end one
rewrites the three-metric in terms of a triad eia such that
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qab = eiae
j
bδij , (16)

where the indices i, j = 1, 2, 3, transform under local rotations.
The canonical variables arising in this step are the densitisized (weight +1)

triad
Ea
i =

1
2
εabcεijke

j
be
k
c , (17)

together with the projected extrinsic curvature

Ki
a = KabE

b
jδ
ij . (18)

In terms of them we can rewrite

det(qab) = det(Ea
i ), q̇abΠ

ab = 2K̇i
aE

a
i , (19)

and the action is

S
[
Ea
i , Kj

b , N
a, N,N i

]
=

1
κ

∫
dt

∫ (
d3x
) [

Ea
i K̇i

a −NaHa(E,K)

−N H(E,K) −N iGi(E,K)
]
, (20)

The introduction of an extra SO(3) gauge freedom in (16) requires the additional
constraints

Gi(E,K) = εijkE
ajKk

a , (21)

which turn out to be just the non-abelian Gauss law.
The final step to the Ashtekar-Barbero variables [59] starts from the recogni-

tion that there is a natural SO(3) ≈ SU(2) connection Γ i
a compatible with the

triad, such that
∂[ae

i
b] + εijkΓ

j
[ae

k
b] = 0 . (22)

Moreover, the triad introduced in (16) can be expressed in terms of the densitized
triad as

eia =
1

2
√
|det(E)|

εabcε
ijkEb

jE
c
k, eai =

sgn(det(E))
√

|det(E)|
Ea
i . (23)

The final Ashtekar-Barbero connection, which allows to write the constraints in
a simpler form, is

Ai
a = Γ i

a + γKi
a . (24)

Here γ is the Immirzi parameter [60] and the corresponding field strength two-
form is

F i = dAi + εijkA
j ∧Ak, F ij

ab = εijk F
k
ab . (25)

The final action results

S
[
Ea
i , Aj

b, N
a, N,N i

]
=

1
κ

∫
dt

∫ (
d3x
) [

Ea
i Ȧi

a −NaHa(E,A)

−N H(E,A) −N iGi(E,A)
]
, (26)
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with the canonical variables satisfying the non-zero Poisson brackets

{Eb
j (y), Ai

a(x)} = κ γ δba δ
i
j δ

(3)(x,y) . (27)

The explicit form of the constraints are

Gi = Da Ea
i , Hb = Ea

i F i
ab − (1 + γ2)Ki

bGi,

H =
1

√
|det(E)|

(
F ij
ab − 2(1 + γ2)Ki

[aK
j
b]

)
Ea
i Eb

j . (28)

The choice γ = i corresponds to the original Ashtekar variables, which define
a complexified version of Einstein gravity together with a very simple structure
for the Hamiltonian constraint. The price to be paid is the need to incorporate
some reality conditions in order to recover the corresponding real formulation.

Following the standard Dirac quantization procedure arising from the action
(26), together with the Poisson brackets (27) in the coordinate space defined by
the connection Ai

a, we promote the canonical variables to operators in such a
way that

Âi
aΨ [A] = Ai

aΨ [A], Êa
i Ψ [A] = −i�κ γ

δ

δAi
a

Ψ [A] (29)

and impose the operator version of the constraints as null conditions upon the
wave function.

2.2 Holonomies and Fluxes

Next we describe the fundamental operator variables employed to formulate LQG
and which supersede the quantum version of the previous canonical variables (17)
and (24). The basic support for the operators in LQG are open or closed curves
in Σ, as depicted in Fig. 1, respectively, together with two-dimensional surfaces.
These allow to define appropriately smeared versions of the operators (17) and
(24). The SU(2) connection operators Ai

a(x) are replaced by holonomies (or
parallel transport matrices) U along open or closed curves in the thee-manifold
Σ, defined as

U(γ,A) = P exp i

∫ s

0, γ

Ai
a(γ(s′))σi

dxa

ds′
ds′ ∈ SU(2) . (30)

The notation is the following: the Pauli matrices σi are the generators of the
SU(2) Lie algebra. The open curve γ is parameterized by s′ with 0 < s′ < s and

Fig. 1. Open and closed curves in Σ
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P denotes the standard path-ordered product. The holonomy, which is a mul-
tiplicative operator, transforms covariantly under SU(2) gauge transformations
at the end points, but still it is not invariant under diffeomorphisms.

The canonically conjugated momenta operators Êa
i are replaced by their

corresponding fluxes over surfaces S in Σ

Êi(S) = −i�

∫

S

dσ1 dσ2 na(σ)
δ

δ Ai
a(x(σ))

, na = εabc
∂xb

∂σ1

∂xc

∂σ2
. (31)

Here σ = (σ1, σ2) are the intrinsic coordinates of the surface and na is its normal
vector. The above definitions (30) and (31) allow to calculate the corresponding
commutator, which turns out to be a non-canonical one.

Quantum states ΨΓ,f (A) are represented by functionals of generalized con-
nections (SU(2) group elements) defined over graphs in Σ, which are called
cylindrical functions and define the kinematical space of the problem. As rep-
resented in Fig. 2, a graph Γ = {V1, . . . ,Vn; γ1, . . . , γm} is a set of points
{V1, . . . ,Vn} ∈ Σ, called the vertices, joined by curves γ1, . . . , γm, called the
edges of the graph. The number of edges attached to a vertex is called the valence
of the vertex. To each edge of the graph we associate a group element U(γ,A)
labelled by an irreducible representation of SU(2) and consider a function f
which is a map from the direct product of group representations to the complex
numbers, so that

ΨΓ,f (A) = f(U(γ1, A), . . . , U(γm, A)) ∈ Kinematical Space . (32)

For a given graph Γ we define the scalar product of two associated functions f
and g as

Fig. 2. Piece of a graph Γ = {V1, . . . ,Vn; γ1, . . . , γm}
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〈ΨΓ,f |ΨΓ,g〉 =
∫ (∏

γi

dUi)f∗(U1 . . . Um)g(U1 . . . Um

)

, (33)

where we have denoted Ui := U(γi, A). Here dUi is the corresponding Haar
measure for the group SU(2).

There is still a long way to construct the physical space. To this end one has to
subsequently impose SU(2) gauge invariance, three dimensional diffeomorphism
invariance and finally the Hamiltonian constraint. The first two conditions can
be explicitly accomplished. The first step is implemented by an adequate choice
of the functions f in terms of the so-called intertwiners at each vertex. These
are invariant tensors in SU(2) which map the product of representations at each
vertex into gauge invariant expressions. In these way the so called spin network
states are defined and it is possible to prove that they form an orthonormal basis
for the SU(2) gauge invariant kinematical space. The second step is performed
by going from loops to knots, thus defining equivalent classes of loops under
diffeomorphisms.

The action of the operators (30) and (31) upon quantum states (33) is defined
by

(UA
B (A, γ)Ψ)[A] = UA

B (A, γ) × Ψ [A] ,

Êi(S)U(A, γ) =
∑

k

±i�U(A, γPk
1 )σi U(A, γPk

2 ) . (34)

Thus, holonomies act as multiplicative operators, while the action of the smeared
conjugated momentum depends upon a given edge γ of the graph crossing or
not the associated surface S at the points Pk. For each intersection Pk the path
γ is separated in two pieces γPk

1 and γPk
2 such that γ = γPk

1 ◦ γPk
2 . The action at

that intersection insert the generator σi between the holonomies corresponding
to each of these paths. This is shown schematically in Fig. 3. To close this
summary we mention the area operator Â which is defined in the following way

Â = lim
n→∞

∑

n

√
Êi(Sn)Êi(Sn) , (35)

Fig. 3. Conditions for the action of the smeared momentum operator
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by partitioning the associated surface S. A similar construction is made for the
volume operator V̂ . These are well defined partial observables (hermitian oper-
ators in the SU(2) gauge invariant kinematical space) with discrete eigenvalues
and eigenfunctions given by the spin network states. An important property to
be used in the following is that only the nodes contribute to the action of the
volume operator upon states defined in a graph.

2.3 Elements of Thiemann Regularization

Thiemann has proposed a general regularization scheme that produces a con-
sistent mathematical definition for the operators entering in the description of
loop quantum gravity [61,62]. Such regularized operators act upon states which
are functions of generalized connections defined over graphs. The regularization
procedure is based upon a triangulation of space which is adapted to each graph.
This means that the space surrounding any vertex of Γ is filled with tetrahe-
dra ∆ having only one vertex in common with the graph (called the basepoint
V(∆)) plus segments UI(∆), I = 1, 2, 3, starting at V and directed along the
edges of the graph. For a vertex of valence greater than three one must consider
all possible combination of three edges to build the tetrahedra. In the regions not
including the vertices of Γ the choice of tetrahedra is arbitrary and the results
are independent of it. The open path along the segment UI is denoted by γV,UI

.
The arc connecting the end points of UI(∆) and UJ (∆) is denoted by aIJ (∆)
and the loop αV,UI ,UJ

:= γV,UI
◦ aIJ ◦ γ−1

V,UJ
:= αIJ (∆) can be formed. This

construction is illustrated in the basic tetrahedron depicted in Fig. 4.
A first step in the implementation of the regularization method is to ex-

press each connection and field strength in terms of an adequate holonomy. For
example, using the path γV,U1 , of coordinate length ε, we can incorporate a
connection Aa(x) into the corresponding holonomy via the expansion

Fig. 4. Basic tetrahedron and paths in Thiemann regularization
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U(γV,U1 , A) = 1 + εUa
1 Aa(x) + O(ε2) . (36)

An analogous calculation for the closed triangular path αV,U2,U3 leads to the
following expression incorporating the curvature

U(αV,U2,U3 , A) = 1 +
1
2
ε2Ua

2 U b
3 Fab + O(ε3) . (37)

A second ingredient of the method is the basic identity [61]

Ea
i (x)Eb

j (x)εijk
√

det(E(x))
=

2
κ
εabc{Ak

c , V (R)}PB , V =
∫

R

(d3x)
√

det(Eai) , (38)

where R is a region such x ∈ R. In this way the volume V , which will be
promoted to the operator level once the quantization is performed, is introduced
in the regularization.

To fix ideas let us look at the first piece of the smeared Hamiltonian constraint

H1 =
∫

(d3x)N(x)
F k
abε

ij
k E

a
i E

b
j√

det(E)
=
∫

(d3x)N(x) εabcF i
ab {Aci, V }) , (39)

where we have used (38) in the second step. Now, substituting the expressions
(36) and (37) for Aa, Fab ∈ SU(2), respectively, and replacing the integral with
a sum, we can write

H1 = lim
ε→0

∑

m

ε3 Nm εIJK
1
ε3

Tr
( (

U(αVm,UI ,UJ
, A) − U−1(αVm,UI ,UJ

, A)
)

×U−1(γVm,UK
, A) {U(γVm,UK

, A), V (Rm)}
)

. (40)

The crucial fact is that the divergent contribution arising from 1/
√

det(E), which
goes like 1/ε3, is cancelled by the correspondent factors contained in expansion
of the holonomies. In this way (40) leads to a well defined regulated expression.
Furthermore, when the correspondent quantities are quantized, the volume op-
erator V̂ is naturally introduced. This has the important consequence that the
action of such operators upon wave functions defined on a graph get contribu-
tions only from the nodes of the graph.

Another illustrative example of this regularization is the magnetic sector of
the electromagnetic Hamiltonian

HB
Maxwell =

∫

Σ

d3x
qab

2Q2
√

det q
BaBb , (41)

which is translated into the operator expression

ĤB =
1

2 �4P Q2

∑

V∈V (Γ )

∑

V(∆)=V(∆′)=V

εJKL εMNP

×ŵiL∆ ŵiP∆′

(
hαJK(∆) − 1

) (
hαMN (∆′) − 1

)
, (42)
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where

ŵkI∆ = Tr

(
τkhUI(∆)

[
h−1
UI(∆),

√
V̂v

])
. (43)

Here we have simplified the notation by introducing

hUI(∆) = U(γV∆,UI
, A), hαJK(∆) = U(αV∆,UJ ,UK

, A) . (44)

The underlined quantities (holonomy and connection) refer to the electromag-
netic sector, and are to be distinguished from the gravitational ones.

In the following we will separately consider each matter contribution to the
Hamiltonian constraint as the corresponding Hamiltonian for the respective grav-
itationally coupled sector.

3 A Kinematical Estimation of the Semiclassical Limit

The construction of states that live in the physical space of LQG and which
approximate a given geometry at large distances, while retaining their granular
structure at Planck length scales is still an open problem. This is usually referred
to as the semiclassical limit of LQG and it is actively under investigation [63].

3.1 Heuristic Characterization of the States

In order to make some preliminary steps towards the study of the consequences
of space granularity at large scales in the flat space limit, we take here an heuris-
tical point of view, starting from the exact and well understood operator version
of LQG. The approximation we introduce consists in defining their action upon
the semiclassical states through some plausible requirements, without having an
explicit construction for such states. We think of the semiclassical configuration
corresponding to a particular matter or gauge field, described by operators col-
lectively denoted by F̂ (x), plus gravity as given by an ensemble of graphs Γ ,
each occurring with probability P (Γ ). To each of such graphs we associate a
wave function |Γ,L, F 〉 := |Γ, S〉 which we assume to be peaked with respect to
the classical matter field configuration F (x), together with a flat gravitational
metric and a zero value for the gravitational connection at large distances. Not
surprisingly, the semiclassical approximation gives us simultaneous average in-
formation regarding a field together with its canonically conjugated momentum.
In other words, the contribution of the gravitational and matter operators inside
the expectation value is estimated as [31–33]

〈Γ, S| . . . q̂ab . . . |Γ, S〉 ≈ δab + O (�P /L),

〈Γ, S| . . . Âia . . . |Γ, S〉 ≈
(
0 + (1/L) (�P /L)Υ

)

ia
,

〈Γ, S| . . . F̂ ab . . . |Γ, S〉 ≈ µF ab (45)

and similarly for any product of operators inside the expectation value. As an il-
lustration, the gauge field is taken to be the electromagnetic field in the following
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but an analogous estimation will hold for any other gauge or matter fields. The
parameter Υ ≥ 0 is a real number and F ab denotes the classical electromagnetic
field strength. We further associate the effective hamiltonian

HΓ = 〈Γ, S |ĤΓ |Γ, S〉 (46)

to each graph.
The coarse graining scale L � �P of the wave function is such that a continu-

ous flat metric approximation is appropriate for distances D much larger that L,
while the granular structure of space becomes relevant when probing distances
D smaller that L. That is to say, L is not a scale of quantum gravity but rather
it is a scale that separates the continuum description of space from its discrete
characterization that is fully manifest at the Planck length �P , which signals the
quantum behavior. Summarizing, we expect the following behavior

D � L � �P : continuous flat classical geometry,
�P ∼ D ( L : manifest discrete structure of space ,

for the probe scale D. The coarse graining scale L is not provided by our ap-
proximation and has to be estimated in each particular case. We will explore
some alternatives in Subsect. 3.4.

As indicated in Fig. 5, we think of space as constructed by adding boxes of
size L3, which center represents a given point x in the continuum limit and which
contain a large number of vertices of the adapted graphs. The matter field F (x),
characterized by a de Broglie wave length λ, is considered as a slowly varying
function within each box (λ > L) and contributes with its classical value at
the center of the box, when taking expectation values. The requirement λ > L
guarantees that we can describe the flat space dynamics in terms of an effective
field theory, using the standard differential calculus of the continuum. On the
other hand, gravitational variables are rapidly varying inside each box.

The total effective Hamiltonian is defined as an average over the graphs Γ

Fig. 5. Different scales for the model of space considered in the text
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H =
∑

Γ

P (Γ )HΓ . (47)

3.2 The Calculation

We summarize now the method of calculation [31–33]. For each graph Γ the
effective Hamiltonian is defined by (46). For a given vertex V inside the ex-
pectation value, one expands each holonomy or flux operator in powers of the
segments Ua

I (∆)) of the attached tetrahedra ∆, plus derivatives of the gauge or
matter fields operators. Schematically, in the case of (42) this produces

HB
Γ =

∑

V∈V(Γ )

∑

V(∆)=V

〈Γ, S|
(
∂a1∂a2 . . . ∂ak . . . F̂ p1q1(V)

)
. . .

×
(
. . . ∂am−1∂am F̂ pq(V)

)
T̂ p1 q1 ...p q
a1...am

(V,UI(∆), Âia, V̂ ) |Γ, S〉 .

(48)

Here T̂ contains gravitational operators (connection and volume operators, for
example) together with contributions depending on the segments of the adapted
triangulation in the particular graph. Next, according to Fig. 5, space is consid-
ered to be divided into boxes, each centered at a fixed point x and with volume
L3 ≈ d3 x. The choice of boxes is the same for all the graphs considered. Each
box contains a large number of vertices of the semiclassical state (L � �P ), but
it is considered as infinitesimal in the scale where the space can be regarded as
continuous. The sum over the vertices in (48) is subsequently split as a sum over
the vertices in each box, plus a sum over the boxes. Also, one assumes that the
gauge or matter operators are slowly varying within a box (L ( λ, with λ been
the correspondent particle wavelength), in such a way that for all the vertices
inside a given box one can write 〈Γ, S| . . . F̂ ab(V) . . . |Γ, S〉 = µF ab(x), for exam-
ple. Here F ab is the classical electromagnetic field at the center of the box and
µ is a dimensionless constant which is determined in such a way that the stan-
dard classical result in the zeroth order approximation is recovered. Applying
the procedure just described to (48) leads to

HB
Γ =

∑

Box

(
∂a1∂a2 . . . ∂ak . . . F p1q1(x)

)
. . .
(
. . . ∂am−1∂amF pq(x)

)

∑

V∈Box

�P
3
∑

V(∆)=V

µn+1〈Γ, S| 1
�3P

T̂a1...am

pq...p1q1(V,U(∆), Aia)|Γ, S〉 ,

(49)

where n+1 is the total number of factors Frs(x), each of which can contain some
derivatives. The expectation value of the gravitational contribution is supposed
to be a rapidly varying function inside each box. Next we consider the total
effective Hamiltonian (47), which is defined as an average over the graphs Γ ,
i.e. over the adapted triangulations. This effectively amounts to average the
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remaining expectation values in each box of the sum (49). We call this box-
average ta1...am

pq...p1q1(x) and define it by
∑

Γ

P (Γ )
∑

V∈Box

�P
3
∑

V(∆)=V

〈Γ, S| 1
�3P

T̂a1...am

pq...p1 q1 |Γ, S〉

= d3x ta1...am

pq...p1q1(x) . (50)

We estimate ta1...am
pq...p1q1(x) by demanding it to be constructed from the flat

space tensors δab and εabc, together with the corresponding ones τi and δai , in the
case of spinors. In this way we are imposing isotropy and rotational invariance
on our final Hamiltonian in the frame selected by the choice of the semiclassi-
cal states. This is somewhat analogous to the spontaneously symmetry breaking
scheme, where the choice of the vacuum selects a particular frame for the symme-
try breaking vacuum expectation values. Also, the scalings given in (45) together
with the additional assumptions

〈Γ, S| . . . V̂ . . . |Γ, S〉 −→ �3P , Ua
I −→ �P , (51)

are used in the above estimation. After replacing the summation over boxes by
the integral over space, the resulting Hamiltonian has the final form

HB =
∫

d3x
(
∂a1∂a2 . . . ∂ak . . . F p1q1

(x)
)
. . .

(
. . . ∂am−1∂amF pq(x)

)

×ta1...am

pq...p1 q1(x) . (52)

Finally we exhibit some of the required expansions. The basic electromagnetic
holonomy around the path αJK

hαJK(∆) = e
−i
∫

αJK (∆) dt U̇
a(t)Âa(s(t)) = e−iΦ

B(FJK) , (53)

can be written in terms of the magnetic flux ΦB through the face bounded by
such closed path. The expansion of such flux with respect to the magnetic field
at the vertex is

ΦB(FIJ ) =
(

1 +
1
3
(U c

I + U c
J) ∂c +

1
12

(U c
I Ud

I + U c
I Ud

J + U c
J Ud

J )

× ∂c ∂d + . . .
) 1

2
Ua
I U

b
JεabcB

c(V) ,

to second order in the derivatives.
The expansion of the gravitational operator (43) is

ŵi L∆ = Ua
Lwia + Ua

LU
b
Lwiab + Ua

LU
b
LU

c
Lwiabc + O(s4w) , (54)

to third order in the vectors Ua
L. The remaining operators in the expansion

include the connection together with the volume operators, in the form

wia =
1
2
[Aia,

√
V ], wiab =

1
8
εijk[Aja, [Akb,

√
V ]],

wiabc = − 1
48

[Aja, [Ajb, [Aic,
√
V ]]] . (55)
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3.3 The Results

The application of the method described in the previous section leads to the
following effective Hamiltonians. In the electromagnetic case we obtain [32]

HEM =
1
Q2

∫
d3x

[(

1 + θ7

(
�P
L

)2+2Υ
)

1
2

(
B2 + E2

)

+θ8�P

(
B · (∇ × B) + E · (∇ × E)

)

+θ3 �2P

(
Ba∇2Ba + Ea∇2Ea

)
+ θ2 �2P Ea∂a∂bE

b

+θ4 �2PL2

(
�P
L

)2Υ (
B2
)2

+ . . .

]

. (56)

The above result has been extended to the Yang-Mills case in [64]. The case where
only θ8 in non zero corresponds to the Gambini-Pullin effective Hamiltonian [30].

In the case of Majorana fermions with mass m we have [31,33]

HF =
∫

d3x

[

i π(x)

(

1 + κ1

(
�P
L

)1+Υ

+ κ2

(
�P
L

)2+2Υ

+
κ3

2
�2P ∇2

)

τd∂d ξ(x)

+
i

4
1
L π(x)

(

κ4

(
�P
L

)Υ
+ κ5

(
�P
L

)1+2Υ

+ · · · + κ7

2
�2P∇2

)

ξ(x)

+
m

2
ξT (x) (iσ2)

(

1 + κ8

(
�P
L

)1+Υ

+
(
κ9�P + . . .

)
τa∂a

)

ξ(x) + c.c.

]

,

(57)

where π(x) = iξ∗(x) is the canonically conjugated momentum of the two-
component spin 1/2 field ξ(x). The notation is τa = −(i/2)σa, where σa are
the standard Pauli matrices.

Some comments regarding the procedure are now in order. (i) The dimension-
less numerical coefficients θA, κA appearing in the above effective Hamiltonians
remain arbitrary in the procedure, but are independent of any parameter of the
model. To predict them will require an exact knowledge of the states used to
calculate the corresponding average values, together with the action of the basic
operators upon them. In this respect we have obtained a systematic parame-
terization of the possible modified Hamiltonians in terms of higher derivative
operators, where the dependence upon the scales of the problem (�P ,L, Υ ) has
been explicitly determined. In particular, these coefficients could turn out to be
zero, leading to no dynamical corrections. (ii) A main drawback of the method
is that it does not incorporate properly the dynamics via the Hamiltonian con-
straint of quantum gravity. An improved semiclassical approximation taking care
of the many issues assumed or left over in our approach is certainly needed. (iii)
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There is also the question of interpreting the results (56) and (57) in relation to
their transformation properties under standard active (particle)global Lorentz
transformations. There are various possibilities. These Hamiltonians have been
calculated in a specific reference frame where isotropy under rotations is main-
tained. This could signal the presence of an absolute reference frame, a reborn
version of the ether. This hypothesis will be further explored in the following
and has received a lot of attention in the framework of different models in the
literature. On the other hand one could argue that this specific frame has been
selected by the choice of the semiclassical states that describe the flat space
limit, in analogous way to the spontaneously symmetry breaking procedure.
The transformation properties under this assumption have not been studied.
The third alternative is that only a complete calculation of the corrections to
flat space dynamics will tell us which is the proper generalization, if any, of the
global Lorentz transformations, thus yielding a deformed or extended version for
preserving the equivalence of inertial frames and leading to a modified relativity
principle. (iv) Finally we must say that the above results have provided some
motivation for phenomenological theories which have explored the consequences
of such modifications and have shown that either experimental or astrophysical
observations, even with the actual level of sensitivity, can set rather stringent
bounds upon the correction parameters. In other words, Planck scale sensitivity
has been already attained in a rather broad set of observations. Conversely, this
would imply severe constraints upon the fundamental theory once the semiclas-
sical limit is correctly performed.

3.4 The Parameters L and Υ

In order to produce numerical estimations for some of the effects arising from
the previously obtained modifications to flat space dynamics, we must further
fix the value of the scales L and Υ .

Let us recall that L is a scale indicating the onset of the distance from where
the non perturbative states in the loop representation can be approximated by
the classical flat metric. The propagating particle is characterized by energies
which probe distances of the order of the De Broglie wave length λ. As mentioned
previously, just to be consistent with a description in terms of classical continu-
ous equations it is necessary to require that L < λ. Two distinguished cases for
choosing L arise: (i) the mobile scale, where we take the marginal choice L = λ
in each situation and (ii) the universal scale, which has been introduced in the
discussion of the GZK anomaly [50]. The consideration of the different reactions
involved produces the preferred range 4.6×10−8 GeV−1 ≥ L ≥ 8.3×10−9 GeV−1.
A recent study of the gravitational Cerenkov effect together with neutrino os-
cillations [65] yields a universal scale evaluation which is consistent with the
former.

Ranges for Υ have been estimated considering the observation that at-
mospheric neutrino oscillations at average energies of the order 10−2 − 102 GeV
are dominated by the corresponding mass differences via the oscillation length
Lm [66]. This means that additional contributions to the oscillation length, in
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Table 2. Ranges for the parameters L and Υ

L [GeV−1] Υ

Mobile scale L = λ Υ > 0.15
Universal scale 8.3 × 10−9 < L < 4.6 × 10−8 Υ > 1.2

particular the quantum gravity correction LQG, should satisfy LQG > Lm. This
has been used to set lower bounds upon Υ . Within the proposed two methods
for estimating the scale L of the process we obtain: (i) Υ > 0.15 when L is con-
sidered as a mobile scale and (ii) Υ > 1.2 when the scale L takes the universal
value L ≈ 10−8 GeV−1 [33]. These results are summarized in Table 2.

4 Phenomenological Aspects

In this section we discuss four phenomenological applications of models present-
ing Planck scale dynamical corrections. In Subsect. 4.1 we summarize the deriva-
tion of stringent bounds upon combinations of some parameters appearing in the
effective fermionic Hamiltonian (57), using existing data from clock-comparison
experiments. Subsection 4.2 is devoted to the calculation of radiative corrections
arising in LIV effects with preferred frames associated to space granularity. In
order to make the calculation simple we consider a Yukawa model for the in-
teractions. Subsection 4.3 contains the discussion of synchrotron radiation in
Planck scale modified electrodynamics, emphasizing the model of [14] which is
phenomenologically formulated as a theory parameterizing LIV with dimension
five operators. Finally, a unified description of radiation in Planck scale modified
electrodynamics incorporating different models is presented in Subsect. 4.4.

4.1 Bounds on the Fermionic Sector Parameters
from Clock-Comparison experiments

The Hamiltonian (57) for two components fermions was obtained under the as-
sumption of flat space isotropy and it was assumed to account for the dynamics
in a preferred reference frame, identified as the one in which the Cosmic Mi-
crowave Background looks isotropic. The earth velocity w with respect to that
frame has already been determined to be w/c ≈ 1.23×10−3 by COBE [67]. Thus,
in the earth reference frame one expects the appearance of signals indicating
minute violations of space isotropy encoded in the diurnal variation of the w-
dependent terms appearing in the transformed Hamiltonian or Lagrangian [68].
On the other hand, many high precision experimental test of such variations,
using atomic and nuclear systems for example, have been already reported in
the literature [10,69–71] and already analyzed in terms of the SME. Amazingly
enough such precision is already adequate to set very stringent bounds on some
of the parameters arising from the quantum gravity corrections.
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We have considered the case of non-relativistic Dirac particles and obtained
corrections which involve the coupling of the spin to the CMB velocity, together
with a quadrupolar anisotropy of the inertial mass [68]. The calculation was
made with the choices Υ = 0 and L = 1/M , where M is the rest mass of the
fermion. Here it is important to emphasize again that L � �P is not the scale of
quantum gravity but rather the lower limit of distances from which a description
of space as a continuum is already valid. In this sense we are taking the upper
limit settled by the de Broglie wave length λD = 1/M of the nucleon, which
allows us to make sense of the corresponding Dirac equation. As we will show
later, a lower limit for L will only make the bounds upon the LIV parameters
more stringent.

Keeping only terms linear in �P , the equations of motion for a Majorana
fermion of mass m described by the two-component spinor ξ, arising from the
Hamiltonian (57) are given by

[i∂/∂t− iAσ · ∇ + K/2] ξ −m(α− iβσ · ∇)χ = 0 ,

[i∂/∂t + iAσ · ∇ −K/2]χ−m(α− iβσ · ∇)ξ = 0 , (58)

where

A = (1 + Θ1m�p), α = (1 + Θ3m�P ) ,

K = mΘ4m�P , β = Θ2�P . (59)

The notation in (58) is χ = −iσ2 ξ∗ and it is a direct matter to verify the
consistency between them. These equations can be readily extended to the Dirac
case by considering χ and ξ as independent spinors unified in ΨT = (ξT , χT ),
with the result

(
iγµ∂µ + Θ1m�P iγ · ∇ − K

2
γ5γ

0 −m (α− iΘ2�P Σ · ∇)
)

Ψ = 0 . (60)

Here we have used the representation in which γ5 is diagonal and the spin op-
erator is Σk = (i/2)εklmγlγm, with standard particle physicist conventions.
The normalization has been chosen so that in the limit (m�P ) → 0 we re-
cover the standard massive Dirac equation. The term m (1 + Θ3 m�P ) can be
interpreted as a renormalization of the mass whose physical value is taken to
be M = m (1 + Θ3 m�P ). After these modifications we can write an effective
Lagrangian describing the time evolution as seen in the CMB frame. In or-
der to obtain the dynamics in the laboratory frame we implement an observer
(passive) Lorentz transformation in the former Lagrangian and rewrite it in a
covariant looking form by introducing explicitly the CMB frame four velocity
Wµ = γ(1, w/c) arising from the boosted rest frame velocity (1,0). The result
is

LD =
1
2
iΨ̄γµ∂µΨ − 1

2
MΨ̄ Ψ +

1
2
i(Θ1M�P )Ψ̄γµ (gµν −WµW ν) ∂νΨ

+
1
4
(Θ2M�P )Ψ̄ εµναβW

µγνγα∂βΨ − 1
4
(Θ4M�P )MWµΨ̄γ5γ

µΨ + h.c. ,

(61)
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where Wµ is an external non-dynamical field which is not to be varied in the
corresponding action. It is interesting to remark that the above Lagrangian pro-
vides a specific realization of the general form considered in the SME. According
to [72], the identifications are

aµ = Hµν = dµν = eµ = fµ = 0, cµν = Θ1M�P (gµν −WµWν) ,

gαβγ = −Θ2M�PW ρεραβγ , bµ =
1
2
Θ4M

2�PWµ . (62)

The above reference provides also the non-relativistic limit of the Hamiltonian
corresponding to the general SME modified fermion Lagrangian. In our case, up
to first order in �P and up to order (w)/c2, the identifications (62) yield

H̃ = Mc2(1 + Θ1 M�P (w/c)2) + Θ1M�P

[
w ·QP · w

Mc2

]

+
(

1 + 2Θ1M�P

(
1 +

5
6

(w/c)2
))(

p2

2M
+ g µ s · B

)

+
(
Θ2 +

1
2
Θ4

)
M�P

[(
2Mc2 − 2p2

3M

)
s · w

c
+

1
M

s ·QP · w
c

]
, (63)

where si = σi/2.
The above effective Hamiltonian has been employed in the description of the

valence nucleon responsible for the transitions measured in clock-comparison
experiments using pairs of nuclei like (21Ne, 3He) [70], and (129Xe, 3He) [71],
for example. In (63) we have not written the terms linear in the momentum
since they average to zero in the nuclear bound state situation. Here g is the
standard gyromagnetic factor, and QP is the momentum quadrupole tensor with
components QPij = pipj − 1/3p2δij . The terms in the second square bracket of
the LHS of (63) represent a coupling of the spin to the velocity of the privileged
reference frame. The first term inside the bracket has been measured with high
accuracy and an upper bound for the coefficient has been found. The second term
in the same bracket is a small anisotropy contribution and can be neglected. Thus
we find the correction

δHS =
(
Θ2 +

1
2
Θ4

)
M�P (2Mc2)

[
1 + O

(
p2

2M2c2

)]
s · w

c
. (64)

The first square bracket in the LHS of (63) represents an anisotropy of the
inertial mass and has been bounded in Hughes-Drever like experiments. With
the approximation QP = −5/3 < p2 > Q/R2 for the momentum quadrupole
moment, with Q being the electric quadrupole moment and R the nuclear radius,
we obtain

δHQ = −Θ1M�P
5
3

〈
p2

2M

〉(
Q

R2

)(w
c

)2

P2(cos θ) , (65)

for the quadrupole mass perturbation, where θ is the angle between the quanti-
zation axis and w. Using 〈p2/2M〉 ∼ 40 MeV for the energy of a nucleon in the
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outer shell of a typical heavy nucleus, together with the experimental bounds of
references [70,71] we find [68]

∣
∣
∣
∣Θ2 +

1
2
Θ4

∣
∣
∣
∣ < 2 × 10−9, | Θ1 |< 3 × 10−5 . (66)

From (64) and (65) we realize that only products of the type (LIV parame-
ters)× 1/L ≈ (LIV parameters) × M are bounded by the experiments. In this
way choosing a smaller L, i.e. a larger M , will just decrease the upper bound
for the LIV parameters. Thus the choice L = λD = 1/M produces the weakest
bound in this analysis.

4.2 Radiative Corrections
in Preferred Frames Modelling Space Granularity

So far corrections to the dynamics have arisen only in the non-interacting theory,
through factors of the type (E/MP )Υ , which are directly relevant at unaccessible
energies E ≈ MP . A possibility of probing such high energies is through the in-
clusion of radiative corrections (particle’s self energies, for example ) because the
internal momenta are integrated up to the maximum allowed in a given reference
frame. The standard folklore with respect to any new physics entering at high
scales (here Planck scale) is that it has negligible effects on the leading-order
low-energy physics (here free particle corrections). Contrary to this belief, we
show in this subsection that modelling space granularity via the introduction
of a physical cutoff, which defines a preferred reference frame, leads to unsup-
pressed dimension four LIV contributions [74,75]. Results consistent with these
have been obtained in [14].

To this end we consider the calculation of one-loop radiative corrections in
the Yukawa model

L = 1/2 (∂φ)2 − 1/2µ2φ2 + ψ̄(iγµ∂µ −m)ψ + gφψ̄ψ + (LVT) . (67)

Here LVT refers to the highly suppressed zeroth order Lorentz violating terms
that take into account the previously discussed free particle dynamical modifi-
cations. We model the space granularity by introducing a physical cut-off Λ in
such a way that the magnitude of the three-momentum in any loop is bounded
by this quantity. The parameter Λ defines the onset of the scale at which the
granularity of space becomes manifest. A convenient way of incorporating this
requirement is to introduce the physical cutoff function

f(|k|/Λ), f(0) = 1, f(∞) = 0, Λ ≈ 1/L , (68)

which suppresses the internal momenta having |k| ≥ Λ. One can visualize this
function as a smoothed theta function with the correspondent jump at |k| ≈ Λ.
Our choice is that the cutoff function depends on spatial momentum, but not of
energy, and that it is rotationally invariant.
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The Fermion Self Energy [75]

Tests of Lorentz invariance typically deal with the relation between energy and
3-momentum of an isolated particle, which is given by the position of the pole
of the particle’s full propagator. We will calculate the effect of loop corrections
on this relation. It is convenient, as usual, to write the full fermion propagator
as

S(p) =
i

pµγµ −m−Σ2(p)
, (69)

where Σ2(p) is the standard fermion self energy. Here we are neglecting the
zeroth order corrections to the dispersion relations for the free particles.

As a first manner to model the validity of a continuous description of space
only up to some short distance 1/Λ ≈ L, we choose to cutoff only the free scalar
propagator, but not the free fermion propagator, which is sufficient to cutoff
the UV divergence of the one-loop fermion self-energy while giving a maximally
simple calculation. In this way, the one-loop approximation to the fermion self-
energy is

Σ2(p) = ig2

∫
d4k

(2π)4
f(|k|/Λ)
k2 + iε

γρ(p + k)ρ + m

(p + k)2 −m2 + iε
, (70)

where we have set µ = 0 for simplicity. We wish to investigate the self-energy
when the momentum pµ and the mass m are much less than the parameter Λ.
If the integral were convergent as the parameter is removed (Λ → ∞), then the
self-energy would equal its value at Λ = ∞ plus corrections of order m/Λ and
p/Λ. However, it is easy to see that the integral is divergent in this limit. To
analyze its behavior, we observe that differentiating it twice with respect to p
gives a finite integral (when Λ → ∞). So we extract the zeroth order and the
linear terms in the momentum expansion of Σ2 about p = 0

Σ2(p) = Σ2(p = 0) + p0∂p0Σ2(p)|p=0 + pi∂piΣ2(p)|p=0 + Σ̂(p) . (71)

Now Σ̂(p) is O(p2) as p → 0 and it is finite when the cutoff is removed. Therefore
it only gives power-suppressed Lorentz violations. The unsuppressed Lorentz
violations, if any, can only arise from the first three terms. We find that the
terms Σ2(p = 0), ∂p0Σ2(p)|p=0 and ∂piΣ2(p)|p=0 are proportional to the Dirac
matrices 1, γi, γ0, exactly as in the Lorentz-invariant case; this follows from the
discrete symmetries of our model, rather than full Lorentz invariance. Hence we
can write

Σ2(p) = Am + p0γ0B + piγiC + Σ̂(p, Λ = ∞) + O(p/Λ,m/Λ)
= Am + pµγµC + p0γ0(B − C) + Σ̂(p, Λ = ∞) + O(p/Λ,m/Λ) ,

(72)

where A, B and C are numerical-valued functions of the parameters of the
problem. The only leading-power Lorentz violation is caused by the difference
between the B and C, which we calculate below and find it to be nonzero and
unsuppressed.
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In fact, the constant term is

Σ2(0) =
ig2

(2π)4

∫
d4k f(|k|/Λ)

γρk
ρ + m

(k2 −m2 + iε) (k2 + iε)
. (73)

Since the physical cutoff depends only on |k|, the modified theory is invariant
under reversal of any component of kµ and the term proportional to γρ vanishes
after integration. Hence

A =
ig2

(2π)4

∫
d4k

f(|k|/Λ)
(k2 −m2 + iε) (k2 + iε)

.

=
g2

4π2

∫ ∞

0

dl f(l/Λ)
l2

m2

(
1
l
− 1

El

)
, (74)

where El =
√
l2 + m2. In the second line, we have performed the integrals over

k0 and the angle of k. The corresponding term in Σ2 is proportional to the unit
Dirac matrix, so that it is equivalent to a fermion mass term. Note that when
Λ → ∞ there is a logarithmic divergence, which can be removed by the usual
mass renormalization. Since the term is proportional to the unit Dirac matrix,
it does not violate Lorentz invariance.

The situation for the derivative terms is different. For the time-like derivative
we have

∂p0Σ2(p)|p=0 =
ig2

(2π)4

∫
d4k

f(|k|/Λ)
k2 + iε

[
γ0

k2 −m2 + iε
− 2k0(γρkρ + m)

(k2 −m2 + iε)2

]
.

(75)

Invariance under reversal of components removes all but the term proportional
to γ0, so that

B =
ig2

(2π)4

∫
d4k

f(|k|/Λ)
k2 + iε

[
1

k2 −m2 + iε
− 2k02

(k2 −m2 + iε)2

]

=
g2

4π2

∫ ∞

0

dl f(l/Λ)
[
2l2(El − l)

m4
− l

m2

]
. (76)

Similarly, from the space-like derivative we get

C =
ig2

(2π)4

∫
d4k

f(|k|/Λ)
k2 + iε

[
1

k2 −m2 + iε
+

2k2/3
(k2 −m2 + iε)2

]

=
g2

4π2

∫ ∞

0

dl f(l/Λ)
[

2l3

3m4
− l

m2
+

l2

m2El
− 2l4

3m4El
− l4

3m2E3
l

]
. (77)

As expected, both B and C have logarithmic divergences as Λ → ∞.
We are interested in the difference, which gives the low-energy violation of

Lorentz invariance
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B − C = − 2ig2

(2π)4

∫
d4k

f(|k|/Λ)
k2 + iε

1
3k

2 + k02

(k2 −m2 + iε)2
(78)

=
g2

12π2

∫ ∞

0

dl f(l/Λ)
[
8E3

l

m4
− 8l3

m4
− 12El

m2
+

3
El

+
m2

E3
l

]
. (79)

Suppose the integral (78) were convergent in the continuum limit. Then it would
be zero in this limit, as can be seen by Wick rotation of an integral of 1

3k
2 + k02

times an arbitrary Lorentz-invariant function F (k2). This argument depends on
the integral being absolutely convergent, i.e., on the integral of the absolute value
of the integrand being finite. In contrast, the corresponding integral for B − C
is logarithmically divergent. So the leading term for the integral, obtained when
Λ → ∞, depends on how this cutoff is removed. In our case this is dictated by the
physical modelling of the space granularity via the function (68), as expressed in
(79). This choice implies that the factor in square brackets behaves like m2/l3

when l/m → ∞, so that the integral is finite when the cutoff is removed. Besides,
we can write this square bracket as indicated in the second line of the following
equation, which leads to a direct calculation of the leading term

lim
Λ→∞

(B − C) =
g2

12π2

∫ ∞

0

dl
[
8E3

l

m4
− 8l3

m4
− 12El

m2
+

3
El

+
m2

E3
l

]

=
g2

12π2m4

∫ ∞

0

dl
d
dl

[
2lE3

l − 2l4 − 3m2lEl +
m4l

El

]

=
g2

48π2
. (80)

The nonzero value of B − C shows that the one-loop fermion self-energy
introduces a Lorentz-violating term at small momenta even when the cut-off is
made very large: Lorentz violation is suppressed not by a power of m/Λ, but
only by a factor of the coupling. A convenient interpretation of this result uses
the language of effective field theories. Observe that the Lorentz violation caused
by the B − C term is equivalent at the one-loop level to adding a term

− iξψ̄γµW
µW ν∂νψ (81)

to the Lagrangian. That is, we could obtain the same results in the Λ � m
region by dropping the B −C term in the self-energy (72) and then adding this
extra term to the Lagrangian. In this extra term ξ = g2/48π2, is the coefficient
calculated above, and Wµ = (1,0) covariantly specifies the rest frame of the
cutoff. Summarizing, the fermion self-energy contribution has the effect of feeding
back terms of large unnatural size into the Lagrangian, thus producing a strong
fine tuning problem when higher corrections are taken into account.

The Boson Self Energy [74]

Similar results can be obtained from the boson self energy. Since the internal
lines are both fermionic in this case, a more symmetrical way of incorporating
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the physical cutoff is required. This is accomplished by extending the fermionic
propagators to

i

γk −m + iε
−→ i f(|k|/Λ)

γk −m + Ξ(k) + iε
. (82)

The function Ξ(k) takes into account the modified dispersion relations of the
theory to zeroth order and its contribution will not be taken into account in the
following.

Consider only the physical momentum cutoff function and calculate the boson
self-energy Π(E,p, Λ), defined in terms of the full propagator ∆(E,p)

∆(E,p) =
−i f(|k|/Λ)

p2 − µ2 −Π(E,p, Λ) − iε
(83)

The one loop calculation is

Π(E,p, Λ) = − ig2

16π4

∫
d4k f(|k|/Λ)f(|k + p|/Λ)

× Tr[(γ · k + m) (γ · (k + p) + m)]
(k2 −m2 + iε) [(k + p)2 −m2 + iε]

. (84)

The result can be presented as an expansion in even powers of the momenta

Π(E,p, Λ) = A + p2B + ηRCpµpνWµWν + Π̂(E,p, Λ) , (85)

where Π̂ is convergent when the regulator is removed so that it contributes only
with Lorentz violating terms which are suppressed by powers of p2/Λ2. In the
frame where the cutoff Λ is defined, Wµ = (1,0), we obtain

ηRC =
1
2

((
∂2Π(p)
∂p0∂p0

)

p=0

+
(
∂2Π(p)
∂p1∂p1

)

p=0

)

, (86)

from (85). The calculation of the required pieces starts from (84) and after some
algebra produces
(
∂2Π(p)
∂p0∂p0

)

p=0

= − g2

32π2

∫ ∞

0

dk k4 f2

E5
k

, (87)

(
∂2 Π(p)
∂pi∂pj

)

p=0

= −δij
g2

48π2

[ ∫ ∞

0

k2dk

(
ff ′′ k2

Λ2E3
k

+ ff ′ k

ΛE5
k

[
k2 + 4m2

]

−f2 1
2E7

k

[
3k4 + 10m2k2 − 3m4

]
)]

. (88)

Here f = f(k/Λ) and the derivatives, denoted by primes, are with respect to
the argument of f . As usual we have Ek =

√
k2 + m2. Each expression (87)

and (88) is logarithmically divergent, but their combination (86) is finite. Thus
we can estimate the leading contribution to ηRC by setting f = 1 inside the
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integrals with no derivatives with respect to f . The terms containing derivatives
are handled by assuming that the contributions of f ′, f ′′ are sharply localized
in the region x = k/Λ ≈ 1. This implies that we neglect the mass contributions
m2 ( k2 ≈ Λ2 in the corresponding integrals. Also, we set equal to zero the
resulting boundary terms which include f ′ in the required integrations by parts.
The final result is

ηRC =
g2

12π2

[
1 + 2

∫ ∞

0

dxx f ′(x)2
]

, (89)

which is estimated in the range ηRC ≥ 10−3 using standard model couplings. On
the other hand, ηRC can be interpreted as a correction δc to the boson (photon)
speed, for which extremely tight bounds exists

ηRC
2

=
δc

c
= ≤10−20.

The two examples presented here show that radiative corrections in preferred
frames associated to space granularity, modelled by the physical cutoff function
(68), induce LIV contributions which are enormously increased with respect to
the already established bounds. That is to say, they are not suppressed by fac-
tors 1/M as expected initially. In this way, a naturalness problem arises and a
fine tuning problem appears when considering higher order radiative corrections.
One possibility to guarantee the stability of dimension three and four LIV con-
tributions is via the introduction of a custodial symmetry. This option has been
explored using supersymmetry in [76].

An alternative way of dealing with radiative corrections in LIV processes can
be found in [77].

4.3 Radiation in Lorentz Violating Electrodynamics

The observation of 100MeV synchrotron radiation from the Crab Nebula has
recently been used to impose stringent limits upon the parameters describing a
modified electrodynamics embodied in Maxwell equations, which together with
the corresponding coupled equations for the charges, get correction terms which
are linear in the Planck length [15]. Such bounds were based on a set of very rea-
sonable assumptions on how some of the standard results of synchrotron radia-
tion extend to the Lorentz non-invariant situation. This caused some controversy
in the literature [78]. Moreover, an assessment of such assumptions requires the
introduction of specific dynamical models. One of them is the Myers–Pospelov
(MP) effective theory at the classical level, which parameterizes LIV using di-
mension five operators [14]. A detailed description of synchrotron radiation in
this model has been presented in [52], which we review in this subsection and
that has motivated the general point of view summarized in Subsect. 4.4, given
in more detail in [53].

The study of radiation in LIV electrodynamics constitutes an interesting
problem on its own whose resolution will subsequently allow the use of additional
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observational information to put bounds upon the correction parameters. For
example we have in mind polarization measurements from cosmological sources.
The case of gamma ray bursts has recently become increasingly relevant [79],
although it is still at a controversial stage [80].

Our calculation of synchrotron radiation in modified electrodynamics rest
heavily on previous work reported in [81–85].

A partial list of previous studies in electrodynamics incorporating LIV via
dimension three and four operators is given in [86]

Synchrotron Radiation in the Myers–Pospelov Model

This model parameterizes LIV using dimension five operators both in the matter
and electromagnetic sectors. There is also a preferred frame four velocity V µ,
which is not a dynamical field. As usual the model exhibits passive (observer)
Lorentz covariance, which means that the fields and the four-velocity V µ trans-
form as tensors when going from one observer frame to another. On the other
hand, in each frame we violate active (particle) Lorentz transformations; that is
to say we have the non-dynamical physical field V µ in the action, in analogy to
the physics going on in the presence of an external magnetic field which violates
active rotational invariance, for example.

The Charge Sector

The dynamics of a classical charged particle of mass µ can be obtained from the
action for a scalar charged field. In this case the Myers–Pospelov action is

SMP =
∫

d4x
[
∂µϕ

∗∂µϕ− µ2ϕ∗ϕ + iη̃ ϕ∗ (V · ∂)3 ϕ
]

, (90)

with the notation V · ∂ = V µ ∂µ. In momentum space, where we write ϕ(x) =
ϕ0 exp i(p0t−p · x) and in the reference frame where V α = (1,0), the modified
dispersion relation becomes

(
p0
)2

+ η̃
(
p0
)3

= p2 + µ2 . (91)

To make contact with the results in [15] it is necessary to rewrite η̃ = −η/M, η <
0, where η is a dimensionless constant and M is a mass scale characterizing the
Lorentz symmetry breaking, which is usually, but not necessarily, identified with
the Plank mass. The equation (91) is an exact relation in η̃. From here we obtain
the Hamiltonian for a massive particle to second order in η̃

p0 = H =
(
p2 + µ2

)1/2 − 1
2
η̃
(
p2 + µ2

)
+

5
8
η̃2
(
p2 + µ2

)3/2
+ O(η̃3) . (92)

In the following we consider the interaction of a particle having charge q with
a static constant magnetic field B = ∇ × A. The standard minimal coupling
produces the Hamiltonian
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H =
[(

p−q

c
A
)2

+ µ2

]1/2
− 1

2
η̃

[(
p−q

c
A
)2

+ µ2

]

+
5
8
η̃2

[(
p−q

c
A
)2

+ µ2

]3/2
, (93)

to order O(η̃3). Here c = 3×1010 cm s−1 denotes the uncorrected velocity of light
in vacuum. In the following we set c = 1. Observe that the dispersion relation
(91) provides the exact inversion

(p − qA)2 = (1 + η̃E)E2 − µ2 , (94)

with E being the energy of the particle. The Hamilton equations arising from
(93) yield the acceleration

r̈ =
q

E

(
1 − 3

2
η̃E +

9
4
η̃2E2

)
(v × B) . (95)

As in the usual case, this means that the magnitude |v| of the particle velocity
is constant and that the projection of the trajectory in a plane perpendicular to
B is a circular orbit with a Larmor frequency

ω0 =
|q|B
E

(
1 − 3

2
η̃E +

9
4
η̃2E2

)
. (96)

In general the motion is an helix with pitch angle (the angle between the velocity
and the magnetic field) α. We restrict ourselves to the motion in the plane
perpendicular to the magnetic field, i.e. α = π/2. The solution to the equations
of motion can be written as

r(t)=
(

β

ω0
cosω0t,

β

ω0
sinω0t, 0

)
, (97)

where we emphasize that we are using the standard definition β = |v|/c. The
velocity is

v(t)=(−β sinω0t, β cosω0t, 0) . (98)

The equation (97) identifies R = β/ω0 as the Larmor radius of the orbit. The
Lorentz factor γ is given by

1
γ2

= 1 − β2 =
µ2

E2

[
1 + 2

η̃E3

µ2
− 15

4
η̃2E4

µ2
+ O(η̃3)

]
, (99)

where the range of energies to be considered is such that µ
E ( 1, η̃E ( 1.

According to the preceding analysis, the current for a charged particle moving
in the circular motion is

j(t, r) = qδ3(r − r(t))v(t) , (100)

where r(t) and v(t) are given in (97) and (98) respectively.
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The Electromagnetic Sector

The corresponding action is [14]

Sphoton =
∫

d4x

[
−1

4
FµνF

µν − 4π JµAµ + ξ̃ (V αFαδ) (V ν∂ν)(VβF̃ βδ)
]

.

(101)
We choose to work in the rest frame V µ = (1,0) where the modified Maxwell
equations are (c = 1)

∇ · B = 0, ∇× E+
∂B
∂t

= 0,

∇ · E = 4πρ, −∂E
∂t

+ ∇× B + ξ̃∂0 (−∇× E + ∂0B)) = 4πj .

(102)

For future purposes it is convenient to define ξ̃ = ξ/M , where ξ is a dimensionless
parameter. Introducing the standard potential fields Aµ = (φ,A) in the Coulomb
gauge we have

φ = −4π
1
∇2

ρ, (103)

∂2A
∂t2

−∇2A + 2ξ̃∇× ∂2A
∂t2

= 4π
(
j−∇ 1

∇2
∇ · j

)
≡ 4π jT , (104)

where the electric and magnetic fields reduce to

E = −∂A
∂t

, B = ∇× A , (105)

in the radiation approximation.
The energy momentum tensor Tµν for this modified electrodynamics is given

by

T 0
0 =

1
8π

(E2 + B2) − ξ̃

4π
E · ∂B

∂t
, (106)

S =
1
4π

E × B − ξ̃

4π
E × ∂E

∂t
, (107)

which are exact expressions in ξ̃ and satisfy the usual conservation equation
outside the sources.

To solve the equation of motion for A, (104), we can go to the momentum
space with the convention

F (t, r) =
∫

d4k

(2π)4
e−iωt+ik·rF (ω,k) . (108)

The different types of Fourier transforms are specified by the corresponding
arguments. For example, if F (t, r) denotes the function in space-time, F (ω, r)
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denotes the Fourier transformed function to frequency space, while F (ω,k) de-
notes the Fourier transformed function to frequency and momentum spaces. In
this way (104) reduces to

(
−ω2 + k2 − 2iξ̃ω2 k×

)
A(ω,k) = 4π jT (ω,k) . (109)

This equation can be diagonalized using the circular polarization basis, with
λ = ±1, giving

(
−ω2 + k2 ∓ 2ξ̃ω2k

)
A±(ω,k) = 4πj±T (ω,k) . (110)

The components Cλ
i of any vector C in the polarization basis associated to the

direction k are

Cλ
i = Pλ

ikCk , Pλ
ik =

1
2

(
δik − k̂ik̂k + λiεijkk̂j

)
. (111)

The simplest way to proceed is by introducing the total retarded Green function

[Gret(ω,k)]ik =
∑

λ

Pλ
ik

1
k2 − λ2ξ̃ω2k − ω2

∣
∣
∣
∣
ω→ω+iε

. (112)

and to calculate

[Gret(ω, r − r′)]ik =
∫

d3k

(2π)3
eik·(r−r′)[Gret(ω,k)]ik . (113)

After some rearrangements the final integration over dk can be performed by
the method of residues in the complex plane. Finally one can identify back the
polarization components of the total Green function as

Gλ
ret(ω, r − r′) =

1
4πR

nλ(z)√
1 + z2

einλ(z)ωR , (114)

where R = |r−r′|. Here we have introduced the polarization-dependent refraction
index nλ(z)

nλ(z) =
√

1 + z2 + λz, z = ξ̃ω . (115)

In this way, the fields Aλ in (110) have well defined phase velocities vλ = 1/nλ(z)
and this situation can be described as the propagation of photons in a dispersive
birefringent medium.

The Green functions (114) determine the corresponding potentials with the
standard replacements 1/R . 1/|r| ≡ 1/r in the denominator, together with the
following expansion of the phase n(λz)ωR

nλ(z)ω |r − r′| . ωr

[

1 − n̂ · r′
r

+ λξ̃ω − λξ̃ω
n̂ · r′
r

+
1
2

(
r′

r

)2
]

, (116)
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where n̂ = r/r is the direction of observation. Notice that we are interested in the
radiation approximation of the phase (116), which means that the subdominant
terms of order (r′/r)2 or higher are neglected. Consistency demands that the
terms proportional to the LIV parameter ξ̃ are larger than the neglected one in
order to properly include them in this phase. Our general results are presented
in this full far-field approximation.

Using (114) we finally get

Aλ(ω, r) =
1
r

nλ(z)√
1 + z2

einλ(z)ωrjλ(ω,kλ) (117)

in the radiation approximation. The fields A+(ω, r) and A−(ω, r) correspond
to right and left circular polarization respectively. Let us emphasize that the
momenta

kλ = nλ(z) ω n̂ (118)

in (117) are fixed in terms of the frequency and the direction of observation. The
full vector potential is given by the superposition A(ω, r) = A+(ω, r)+A−(ω, r).
Hence the electric and magnetic fields are

B(ω, r) =
1
r

ω√
1 + z2

∑

λ=±
λn2

λ(z) e
inλ(z)ωr jλ(ω,kλ),

E(ω, r) =
1
r

iω√
1 + z2

∑

λ=±
nλ(z) einλ(z)ωr jλ(ω,kλ) . (119)

Note that, contrary to the standard case where n̂ × E ∝ B, here we have

n̂ × E(ω, r) =
1√

1 + z2
[B(ω, r) + izE(ω, r)] . (120)

The angular distribution of the power spectrum is defined as

d2P (T )
dωdΩ

, (121)

where P (T ) is the radiated power at time T into the solid angle dΩ. We can
compute the total energy emitted in terms of the Poynting vector (107)

E =
∫ ∞

−∞
dt n · S(t, r) r2dΩ . (122)

This last expression can be rewritten introducing the Fourier transform of the
Poynting vector,

E =
∫ ∞

0

dω

∫
dΩ

d2E

dΩdω
=
∫ ∞

0

dω

2π
[n · S(ω, r) + n · S(−ω, r)] r2dΩ ,

(123)

and allows us to obtain the angular distribution of the energy spectrum
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d2E

dΩdω
=

r2

2π
[n · S(ω, r) + n · S(−ω, r)] , (124)

from where the angular distribution of the power spectrum can be identified as

d2E

dΩdω
=
∫ +∞

−∞
dT

d2P (T )
dwdΩ

. (125)

Writing the Poynting vector (107) in terms of the polarized potentials we obtain
the intermediate result

d2E

dΩdω
=

r2ω2

4π2

√
1 + z2 [A−(−ω, r) · A+(ω, r) + A−(ω, r) · A+(−ω, r)] . (126)

Next we express the products A∓(−ω, r)·A±(ω, r) in terms of the current j(ω, k)
via the relation (117). Using the properties of the fields in the polarization basis,
together with the general relation jk(−ω,−k) = j∗k(ω,k), we obtain

d2E

dΩdω
=

1
4π2

ω2

1 + z2

[
n2

+(z) j∗k (ω,k+) P+
kr jr(ω,k+)

+n2
−(z) j∗k(ω,k−) P−

kr jr (ω,k−)
]

. (127)

In order to identify the angular distribution of the power spectrum we need to
introduce the time dependence via the corresponding inverse Fourier transform.
Each contribution in (127) is of the type

C (ω) = j∗k (ω,k) Xkr jr (ω,k) =
∫ +∞

−∞
dt dt′e−iω(t−t

′)j∗k (t,k) Xkr jr (t′,k) .

(128)
Changing to new time variables τ = t− t′ and T = (t + t′) /2 we get

C (ω) =
∫ +∞

−∞
dT

∫ ∞

−∞
dτe−iωτ j∗k (T + τ/2,k) Xkr jr (T − τ/2,k) . (129)

Inserting this last relation in (127) and comparing with (125) we obtain the final
expression for the angular distribution of the radiated power spectrum

d2P (T )
dωdΩ

=
1

4π2

ω2

√
1 + z2

∫ ∞

−∞
dτ e−iωτ

×
∑

λ

n2
λ(z)j

∗
k (T + τ/2,kλ)Pλ

kr jr (T − τ/2,kλ) , (130)

as the sum of the contributions of both circular polarizations.

Synchrotron Radiation

This corresponds to the choice (98) for the velocity of the current (100) in the
general expression (130). Following the method of [82] the time-averaged angular
distribution of the radiated power spectrum is
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〈
d2P (T )
dωdΩ

〉
=

∑

λ=+,−

∞∑

m=0

δ(ω − ωm)
dPm,λ
dΩ

, ωm = mω0, zm = ξ̃ωm,

dPm,λ
dΩ

=
ω2
mq2

4π
1

√
1 + z2

m

[λβnλ(zm)J ′
m(Wλm) + cot θ Jm(Wλm)]2 ,

(131)

written as a sum over the contribution of the harmonics ωm. Here, the average
〈〉 is taken with respect to the macroscopic time T and Jm, J ′

m denote the Bessel
functions and their derivatives respectively. The argument of the Bessel functions
is Wλm = mnλ(zm)β sin θ.

We also have calculated the total averaged and integrated power radiated
into the m-th harmonic

Pm =
q2β2ωm

R
√

1 + z2
m

∑

λ=±
nλ(zm) [J ′

2m(2m nλ(zm)β)

−1 − β2n2
λ(zm)

2β2n2
λ(zm)

∫ 2mnλ(zm)β

0

dx J2m(x)

]

, (132)

which clearly indicates the contribution of each polarization Pλm. The above
result is exact in zm and the parity-violating contribution has vanished after the
angular integration.

In Table 3 we present a rough estimation of the relevant parameters asso-
ciated with some observed cosmological objects. There r [l.y.] is the distance
of the object to the earth, γ is the Lorentz factor of the charged particles at
the cutoff frequency, B [Gauss] is the average magnetic field producing the syn-
chrotron radiation, ωc [GeV] is the cut-off frequency and ω0 [GeV] is the Larmor
frequency. In all cases the cut-off frequency ωc has been estimated from the ra-
diation spectrum fitted by a synchrotron model in the corresponding reference.
This, together with the magnetic field B allows us to estimate the Lorentz factor

γ = 2.36 × 108

√
ωc[GeV]
B[Gauss]

M

me
, (133)

where M is the mass of the charged particle. From the above we further obtain
the Larmor frequency

Table 3. Data of some relevant astrophysical objects

Object r (l.y.) γ B (Gauss) ωc(GeV ) ω0(GeV ) m m/γ

CRAB 104 109 10−3 10−1 10−30 1029 1020

(Mkn 501)p 108 1011 102 104 10−29 1033 1022

(Mkn 501)e 108 1011 10−1 104 10−29 1033 1022

GRB 021006 1010 105 104 10−3 10−18 1015 1010
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ω0[GeV ] = 0.6 × 10−17

(
2me

γM

)
B[Gauss] . (134)

In the case of CRAB Nebula we adopt the typical values given in [87]. For Mkn
501 we consider two possible models for synchrotron radiation where the emitter
particles are either protons [88] or electrons [89]. In the latter case we use the
radius of the orbit r′ = 1.5 × 1015 cm = 1/ω0 and the magnetic field to obtain
the Lorentz factor. Finally we consider the GRB021206 (z ≈ 1.25). According
to [90] this object has a very compact core with a radius of the order of 1 km and
a magnetic field ≈ 1012 Gauss. The synchrotron emission region is about 108 km
from the core [91], so that we estimate the magnetic field to be 104 Gauss using
the transport law B r = const.. From [92] we take the cut-off frequency to be
ωc = 1 MeV.

As indicated in Table 3., the radiation of interest is dominated by very high
harmonics 1015 ≤ m ≤ 1030 exhibiting also large ratios of m/γ, typically in the
range 1010 ≤ m/γ ≤ 1022. The corresponding values for γ imply also β ≈ 1.
In this way, the high harmonics present in the synchrotron radiation of these
astrophysical sources together with the values of the γ factors of the radiat-
ing charges highlight the relevance of the large m and large γ limit, with the
constraint (m/γ)2 � 1, to study the induced Lorentz violating effects.

In a similar way to the standard case [83], we obtain

Pλm =
q2mω0√

3πR
1

1 + n2(λzm)

{∫ ∞

m/m̃λc

dx

(
3

2m̃λc

)2/3

K5/3 (x)

−2
(

3
2m̃λc

)4/3

K2/3

(
m

m̃c

)}

,

for the integrated power in the mth harmonic. Here Kp/q denote the Macdon-
ald functions (Bessel functions of fractional order). A first consequence of this
approximation is the appearance of the cutoff frequency ωλc = m̃λc ω0 with

m̃λc =
3
2
[
1 − β2(E)n2

λ(zm)
]−3/2

. (135)

This name arises because for m > m̃λc the total power decreases as

Pλm ≈ exp(−m/m̃λc) . (136)

Within the same large-m approximation, the integrated power in the m-th har-
monic can be expanded to second order in ξ̃ yielding

Pm =
q2ω√
3πRγ2

[
mc

m
κ

(
m

mc

)
− 2

γ2
K2/3

(
m

mc

)

+2

(
ξ̃ mωβ

γ

)2

K2/3

(
m

mc

)


 , (137)
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where mc = 3γ3/2 and κ(x) = x
∫∞
x

dyK5/3(y) is the so called bremsstrahlung
function.

Let us notice the appearance of the combination ξ̃ ωm/γ = ξ(ω/MP )(m/γ)
as the expansion parameter in (137). Here we take M = MP . As can be seen
from Table 3 this is not necessarily a small number, which signals the possibility
that such corrections might be relevant in setting bounds upon ξ̃. This rather
unexpected effect is due to the amplifying factor m/γ. Similar results have been
obtained in calculations of the synchrotron radiation spectra in the context of
non-commutative electrodynamics [93].

Another possibility for observable effects due to ξ̃ is to look at the averaged
degree of circular polarization

Π� =
〈P+(ω) − P−(ω)〉
〈P+(ω) + P−(ω)〉 , (138)

where Pλ(ω) is the total power distribution per unit frequency and polarization
λ, so that Pλ(ω) = Pmλ/ω0. The average here is calculated with respect to an
energy distribution of the relativistic electrons, which we take to be N(E)dE =
CE−pdE, in some energy range E1 < E < E2, chosen as E1 = 0 and E2 → ∞
for simplicity. The result is

Π� = ξ̃ω

(
µω

qB

)
Π(p) , (139)

Π(p) =
(p− 3) (3p− 1)

3 (3p− 7)
(p + 1)
(p− 1)

Γ
(
p
4 + 13

12

)
Γ
(
p
4 + 5

12

)

Γ
(
p
4 + 19

12

)
Γ
(
p
4 + 11

12

) , p > 7/3 . (140)

Again, we have the presence of an amplifying factor in (139), given by (µω/qB),
which is independent of the form of Π(p) and not necessarily a small number.
An estimation of this factor in the zeroth-order approximation (ξ̃ = 0 = η̃),
which is appropriate in (139), yields (µω/qB) = ω/(ω0γ) = m/γ. The expression
(139) is analogous to the well-known average of the degree of linear polarization
ΠLIN = (p + 1)/(p + 7/3), under the same energy distribution for the electrons
[94].

Finally in Table 4 we have estimated the contributions to the different pieces
in the phase (116) of the Green function, for each astrophysical object. Here we
have set ξ = 1 and M = MP . The extreme case is

Table 4. The far field approximation

Object r′/r ωc/MP (r′/r)(ωc/MP ) (r′/r)2

CRAB 10−6 10−20 10−26 10−12

Mkn 501 10−11 10−15 10−26 10−22

GRB 021006 10−24 10−22 10−46 10−48
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∣
∣
∣ξ̃ω
∣
∣
∣
r′

r
<
∣
∣
∣ξ̃ω
∣
∣
∣ <

(
r′

r

)2

, (141)

where all the dependence on ξ̃ is negligible in the phase, which reduces to

(λz)ω |r − r′| . ω(r − n̂ · r′) . (142)

This corresponds to the CRAB nebulae case, where the assumptions made in [15]
are readily verified. A detailed discussion of synchrotron radiation in the Myers–
Pospelov model can be found in the third reference [52].

4.4 General Point of View of LIV Radiation

Three paradigmatic examples of Lorentz violating electrodynamics are given by
the effective theories proposed by Gambini and Pullin (GP) [30], Ellis et al.
(EMN) [28], and Myers and Pospelov (MP) [14]. They can be written in the
general form of Maxwell equations

∇ · D = 4πρ, ∇ · B = 0, (143)

∇× E = −∂B
∂t

, ∇× H =
∂D
∂t

+ 4πj , (144)

with corresponding constitutive relations

D = D(E,B), H = H(E,B) , (145)

which we next present in detail for each case, after reviewing the corresponding
equations. Let us recall that the above equations (143) and (144) imply charge
conservation ∂ρ/∂t+∇·j = 0, independently of the constitutive equations (145).
In an abuse of notation we have denoted by ξ̃ the electromagnetic LIV parameter
for all models in the sequel.

Gambini-Pullin Electrodynamics

The Maxwell equations for this case are

∇·B = 0, ∇×
(
E + 2ξ̃∇× E

)
+

∂B
∂t

= 0 , (146)

∇·E = 4πρ, ∇×
(
B + 2ξ̃∇× B

)
− ∂E

∂t
= 4πj , (147)

where the electric and magnetic fields are identified from the homogeneous equa-
tion as

E = E + 2ξ̃∇× E , B = B . (148)

From the inhomogeneous equations we obtain

D = E , H = B + 2ξ̃∇× B , (149)
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which together with the constitutive relations

D + 2ξ̃∇× D = E, H = B + 2ξ̃∇× B , (150)

leave the equations in the required form. These equations define the correspond-
ing functions stated in (145). In momentum space we have

D =
1

1 + 4ξ̃2k2

(
E − 2iξ̃k × E + 4ξ̃2 (k · E)k

)
, H = B+2iξ̃k×B . (151)

The admixture of vectors and axial vectors in the constitutive relations pre-
cludes the parity violation exhibited by the model, together with the presence
of birefringence.

Ellis et al. Electrodynamics

In this case the modified Maxwell equations are

∇ · B = 0, ∇× E +
∂B
∂t

= 0 , (152)

∇ · E + u · ∂E
∂t

= 4πρ eff = 4π(ρ− u · j) , (153)

∇× B −
(
1 − u2

) ∂E
∂t

+ u × ∂B
∂t

+ (u · ∇)E = 4πj eff

= 4π(j + u(ρ− u · j)) , (154)

which can be written in the form (143-144) via the constitutive relations [28]

H = B − f(ω)k × E ,

D =
(
1 − f2(ω)k2

)
E + f2(ω)k (k · E) − f(ω)k × B , (155)

where we have assumed that u = f(ω)k in momentum space. Taking u as a
vector, this model conserves parity and shows no birefringence.

Myers–Pospelov Electrodynamics

This case corresponds to the equations (102). From the last one we can infer the
constitutive relations

H = B − ξ̃∂0E, D = E−ξ̃∂0B , (156)

which produce
∇ · E =∇ · D , (157)

leaving the third (102) in desired form. Similarly to the GP case, this model
violates parity. In momentum space (156) become

H = B + iξ̃ωE, D = E + iξ̃ωB . (158)
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The above constitutive relations in the three representative models involve
linear relations among the fields and can be summarized, in momentum space,
as the local relations

Di(ω,k) = αij(ω,k)Ei(ω,k) + ρij(ω,k)Bj(ω,k) ,

Hi(ω,k) = βij(ω,k)Bi(ω,k) + σij(ω,k)Ej(ω,k) , (159)

where the corresponding momentum dependent coefficients can be read from
the equations (151), (155), and (158). Equations (159) are the most general
expressions in which any pair of linear constitutive relations can be ultimately
written, which allow to express the fields D,H in terms of E,B.

Parameterization of the Constitutive Relations

Let us consider Maxwell equations in momentum space

k · B (ω,k) = 0, k × E (ω,k) = ωB (ω,k) , (160)
ik · D (ω,k) = 4πρ (ω,k) , ik × H (ω,k) = −iωD (ω,k) + 4πj (ω,k) .

(161)

Here we discuss the vacuum situation where the non trivial constitutive relations
arise because of LIV effects. Let us take into account corrections up to second
order in the LIV parameter ξ̃ and let us assume that we are in a Lorentz frame
where we demand invariance under rotations. This would correspond to the rest
frame V µ = (1,0) in the MP model, for example. We can always go to an
arbitrary frame by means of a passive (observer) Lorentz transformation. In this
way we have the general expressions

αij = α0δij + iα1ξ̃εirjkr + α2ξ̃
2kikj , ρij = ρ0δij + iρ1ξ̃εirjkr + ρ2ξ̃

2kikj ,

βij = β0δij + iβ1ξ̃εirjkr + β2ξ̃
2kikj , σij = σ0δij + iσ1ξ̃εirjkr + σ2ξ̃

2kikj ,

(162)

where αA, βA, ρA, σA, A = 0, 1, 2, are scalar functions depending only upon ω,
k = |k|, and ξ̃. The property k · B = 0 sets β2 = ρ2 = 0 effectively. In vector
notation we then have

D =
(
α0 + α2k

2ξ̃2
)
E +

(
ρ0 + iα1ωξ̃

)
B + i

(
ρ1 − iα2ωξ̃

)
ξ̃ k × B ,

H =
(
σ0 + σ2k

2ξ̃2
)
E +

(
β0 + iσ1ωξ̃

)
B + i

(
β1 − iσ2ωξ̃

)
ξ̃ k × B ,

(163)

where we have used the second (160) together with (k · E)k = ω (k × B)+k2E.

The Generalized Maxwell Equations [53]

Next we substitute (163) in (161) to obtain the corresponding equations for
E and B. The result is
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i
(
α0 + α2k

2ξ̃2
)

(k · E) = 4πρ, (164)

i
(
α0 + α2k

2ξ̃2
)
ωE + i

[
β0 + i (σ1 + ρ1)ωξ̃ + α2ξ̃

2ω2
]
k × B

+i
[
(σ0 + ρ0)ω + i

(
α1ω

2 − β1k
2
)
ξ̃
]
B = 4πj (ω,k) .

(165)

It is convenient to rewrite the inhomogeneous equations in the compact form

iP (k · E) = 4πρ , (166)
iωP E + iQk × B + RB = 4πj (ω,k) , (167)

by defining

P = α0 + α2ξ̃
2k2, Q = β0 + i (σ1 + ρ1)ωξ̃ + α2ξ̃

2ω2,

R =
(
β1k

2 − α1ω
2
)
ξ̃ + i (σ0 + ρ0)ω . (168)

Now we have only three independent functions which depend on ω and k. The
inhomogeneous equations (166) and (167) can be solved by introducing the stan-
dard electromagnetic potentials in the Coulomb gauge. The radiation approxi-
mation is described in terms of the vector potential Aλ only, which will exhibit
polarizations λ = ±1 in the general case and that satisfies the equation

[
Qk2 − Pω2 + λk R

]
Aλ = 4πjλT . (169)

Here jλT is the transverse part of the polarized current. The Green function
Gλ(ω, k) corresponding to the operator in the LHS of (169) satisfies in general a
cubic equation in k, which determines the dispersion relations for the propagating
photon. This means that we have three poles kλ(ω). In fact one of the poles
is due to the β1 factor in the expression for R in (168) and it is located at
k ∼ ξ−1. Therefore its contribution can be neglected in our effective theory valid
for k ( ξ−1. The remaining two poles will deviate little from their position when
ξ̃ = 0 and will allow us to characterize the propagation mode corresponding to
each polarization λ by a refraction index nλ(ω) to be read from the appropriate
dispersion relation in such a way that nλ(ω) = kλ(ω)/ω. The general form of
the polarized Green function will be

Gλ(ω, r) =
1

4πr
Fλ(ω)eiωnλ(ω)r . (170)

Notice that from the birefringent case we can go to the non-birefringent one by
taking n+(ω) = n−(ω) = n(ω), in which case F+(ω) = F−(ω) = F (ω).

In the following we make explicit some general properties that must be satis-
fied by any electrodynamics characterized by a Green function of the type (170).
The reality of the electric and magnetic fields leads to the condition

[G+ (ω, r)]∗ = G− (−ω, r) . (171)
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This implies the relations

n∗
+(ω) = n−(−ω), [F+(ω)]∗ = F−(−ω) . (172)

For a birefringent medium the real and imaginary parts of the refraction index for
circular polarization components can contain both ω-even and ω-odd terms, pro-
vided that they satisfy the first (172). In the case of a non-birefringent medium
the real part of the refraction index must be even in ω, while the imaginary part
must be odd. We can see that the refraction indices for the Myers–Pospelov the-
ory, (115), satisfy these requirements. A detailed discussion of this generalized
point of view is under preparation [95].
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Abstract. After a very short review of the principles underlying Special Relativity,
their meaning, and their consequences, we first describe the basic experiments testing
SR in a model–independent way which is the most basic way to describe experiments
testing the foundations of SR. In order to be able to give quantitative estimates of the
validation of SR and, even more important, in order to be able to compare conceptually
different experiments, one introduces test theories. We give a review of test theories
needed for a consistent description of tests of Lorentz Invariance. The main emphasize
is on kinematical test theories of Robertson and Mansouri–Sexl type. Though these
test theories were very important in reaching a new understanding of the experimental
foundation of SR, an extensive discussion shows that are kinematical test theories are
incomplete and, thus, dynamical test theories like the Standard Model Extension are
superior.

1 Introduction

1.1 Postulates of Special Relativity

Special Relativity (SR) is one of the rare examples where essentially everything,
the formalism as well as all physical consequences, can be bases on two postulates
only. These two postulates are

Postulate 1: The speed of light c is constant.
Postulate 2: The relativity principle.

The first postulate may be replaced by a perhaps even more simple one, namely
by the statement that light is a unique phenomenon, that is, between an event
and a worldline there are two and only two light rays. The light ray, in partic-
ular, does not depend on the trajectory the event of the emission point lies on.
Otherwise there will be more than two light rays. The second postulate then
makes sure that the measured velocity of light does not depend on its direction
and on the velocity of the observer.

The two postulates have some immediate consequences which all can be
tested in experiments:
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• The velocity of light, c, does not depend on
– the velocity of the source (what is a statement of the uniqueness of the

phenomenon)
– the velocity of the observer,
– the direction of propagation,
– the polarization or frequency of the light ray.

• The relativity principle implies that
– the limiting velocity of all particles is the speed of light

c = c+ = c− = cν = vmax
p = vmax

e = vgrav

(otherwise there is a preferred frame in contradiction to the second pos-
tulate), with the consequence that

– c is universal and, thus, can be interpreted as geometry,
– that all physics is the same in all inertial systems, that is, experimental

results do not depend on the
· orientation of the laboratory and
· on the velocity of the laboratory.

The experimental status of the foundations of SR has been reviewed recently
in [1–3] and a description of technological applications of SR can be found in [4].

1.2 The Consequences

From the above postulates one can derive the Lorentz transformations

t′ =
1√

1 − v2
(t− x · v) (1)

x′ = x⊥ +
1√

1 − v2

(
v‖ − vt

)
, (2)

where x‖ = x · v/v2 and x⊥ = x − x‖. These transformations lead to the
following effects

1. time dilation,
2. twin paradox,
3. Doppler effect,
4. length contraction,
5. addition of velocities,
6. Sagnac effect, and
7. Thomas precession.

All these effects except length contraction have been confirmed in experiments
with high accuracy.
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1.3 The Ether

One consequence of the Galilei–transformations is the addition of velocities: If a
body moves with velocity u with respect to an inertial system S, then another
inertial system S′ moving with −v with respect to S observes the body with a
velocity

u′ = u + v . (3)

This applies to all velocities, in particular to the speed of light. That frame in
which the speed of light is isotropic and is what appears in Maxwell’s equations,
is called the ether frame.

If c is the speed of light in the ether frame, then in a frame moving with
respect to the ether the velocity of light is c′ = c + v with an orientation and
velocity–dependent modulus

c′(θ, v) =
√

c2 + v2 + 2cv cos θ

≈ c

(
1 +

v

c
cos θ +

1
2
v2

c2
(1 + 3 cos θ)

)
+ O(v4/c4) , (4)

where θ = �(c,v). This orientation dependence was looked for in the Michelson–
Morley experiments.

2 Test Theories

2.1 What are Test Theories?

Test theories are parametrized generalizations or “violations” of theories under
consideration. Calculations of experiments using these generalized theories lead
to a variety of effects which are absent in the ordinary theory. A comparison of the
calculated effects with experimental results leads to estimates of the parameters
characterizing the violation of the theory. One main aspect is that only one
generalized theory is taken in order to describe all possible effects.

Consequently, tests theories have the following advantages and tasks

1. Parametrization and identification of possible violation.
2. Quantification of degree of validity.
3. Different (!) experiments can be compared.

In particular the last point is important since in principle different tests may
need different theories. For example, while the Michelson–Morley experiment
examines the outcome of an interference experiment during a change of the
orientation of the apparatus, the Kennedy–Thorndike experiments examines the
same for a change in the velocity of the apparatus. Both situations are different
and have nothing to do with one another. Only within tests theories both possible
results can be described by a (different) combination of one set of parameters.

Different test theories contain a different number of parameters characterizing
the deviation from the standard theory. Accordingly, for different test theories
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one needs a different number of independent tests in order to verify within the
experimental limits the theory under consideration. Each test theory defines
itself the experiments needed for that.

The quality or richness of a test theory depends on the number of parame-
ters. More parameters can describe a wider range of hypothetical effects and
therefore a more complete characterization or verification of the theory under
consideration is possible. However, in some cases it is preferable to restrict to a
small set of parameters in order to focus on distinguished features. Examples of
this are the Robertson test theory or the c2 formalism [5, 6] which is a special
case of the THεµ–formalism [7] and which is equivalent a one–parameter subset
of the Standard Model Extension, see Table 1. The fully parametrized Standard
Model Extension is rather cumbersome to treat. It is obvious that one needs as
many independent tests as there are parameters which have to be determined.
In the c2 formalism only one test is needed; for the RMS theory we need three
tests and for the SME one needs at the end more than 100 tests. One of the
theoretical tasks is to find out that tests which may yield the best estimate for
the parameters under consideration.

Beside the reasons mentioned above, test theories also play the role to medi-
ate between the experimental results and a full theory of, e.g., quantum gravity,
see Fig. 1.

There are two classes of test theories for SR, a kinematical and a dynamical.
Kinematical test theories have been worked out by Robertson [8] and by Man-
souri and Sexl [9], dynamical test theories are the THεµ–Formalism [7, 10], the
Extended Standard Model [11] or even more general setups [12].

2.2 Kinematical Test Theories

Kinematical tests theories discuss the transformation between inertial frames
moving with different velocities. At first, these transformation possess the gen-
eral structure x′a = fab(v)xb, where v is the relative velocity between the two
frames. Each kinematical test theory considers a certain class of these general
transformations. These transformations are used in order to describe experi-
ments in different frames which, in general, may depend on v. The kinematical
test theory of Robertson and Mansouri and Sexl were a very important step for
the understanding of the structure of SR. Within this test theory the three fa-
mous classical experiments of Michelson–Morley, Kennedy–Thorndike, and Ives

Table 1. Test theories and their number of parameters. In the SME n = number of
different elementary particles like electrons, protons, neutrons, etc.

Test Theory Number of Parameters

c2–formalism 1 parameter
Robertson–Mansouri–Sexl 3 parameters
χ− g–formalism 19 parameter
Extended Standard Model 19 + n48 parameter
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Fig. 1. The hierarchy of descriptions of the physical world. The effective theories are
a subset of the phenomenological theories

and Stilwell are identified which are needed in order to verify SR. For dynamical
test theories this classification turns out to be not sufficient, in particular since
only the behavior of light is considered.

2.3 Dynamical Test Theories

Dynamical test theories start with generalized equations of motion which are
used in order to describe experiments. This means that generalized equations
of motion for the present standard model are needed, in particular general-
ized Maxwell and Dirac equations. There are of course infinitely many ways to
generalize equations. However, for each kind of phenomenon related to the vi-
olation of one of the principles underlying SR, one can begin with very simple
modifications. Starting from the standard Maxwell and Dirac equations these
modifications in the following (5) and (5) may consist of introducing

• terms χµρνσ, M , and Xab violating Lorentz invariance (see the contribution
of R. Bluhm in this volume),

• terms χµρσ violating charge non–conservation [12] which also violate Lorentz
invariance,

• higher derivatives which in general also violate Lorentz invariance,
• non–linearities.

These modifications then yield the generalized Maxwell and Dirac equations

Experiment
Observation

Phenomenology
Test theory

⊂

Effective
theory

Full
theory

Clock readout

Interference fringes

acceleration
...

Standard Model Extension

PPN formalism

c2–formalism

Robertson–Mansouri–Sexl

TH –formalism

χ − g–formalism
...

Dilaton scenarios

Axion fields
Torsion

...

Quantum Gravity

Test theories
mediate between

experiment and full theory

derived
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4πjµ = ηµρηνσ∂νFρσ + χµρνσ∂νFρσ + χµρσFρσ

+χµρνστ∂ν∂τFρσ + . . . + ζµρστνFρσFτν + . . . (5)
0 = iγaDaψ + mψ + Mψ + γabDaDbψ + . . . + N(ψ)ψ (6)

where Da = ∂a − ieAa and

γaγb + γbγa = 2ηab + Xab . (7)

The possible effects which can be derived from the above generalized equations
are

• Birefringence
• Anisotropic speed of light
• Anisotropy in quantum fields
• Charge non-conservation
• Anomalous dispersion
• Decoherence, space-time fluctuations
• Modified interference
• Non-localities

In general, as in the Standard Model Extension, for example, the parameters are
assumed to be constant.

In this contribution we in extenso treat the kinematical test theories, make
some remarks on dynamical test theories and, finally, present a comparison be-
tween these test theories.

3 Model-Independent Descriptions of LI Tests

Before we enter the description of the tests of LI in terms of kinematical tests the-
ories, we describe them in a model independent way. Here “model independent”
means that we do not assume anything related to the space-time geometry. We
of course employ models related to wave propagation, resonators, etc. which –
and we like to emphasize this once more – do not anticipate any results on the
Lorentzian structure of space–time.

3.1 Isotropy of the Speed of Light

There are two main experimental schemes for testing the isotropy of the speed
of light: rotating Michelson interferometers and rotating resonators. We describe
both.

Interference Experiments

The Setup

The setup of the experiment by Michelson and Morley [13] uses a Michelson
interferometer mounted on a turn table, see Fig. 2. Light from a source is split
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Fig. 2. Setup of the Michelson–Morley experiment. A Michelson interferometer is
mounted on a turn table. One looks for a variation of the intensity for varying orien-
tation

coherently and propagates along two different directions. After reflection by mir-
rors the light rays recombine and interfere. The intensity of the interfering light
rays is observed in the detector.

Model Independent Description

We assume the interferometer is in the x − y–plane. The incoming light ray is
described by a plane wave1 with frequency ω ei(kx−ωt). The two split light waves
are given by ei(k1,2±x−ωt), where k1+ is the wave vector of the wave propagating
from the beam splitter to the mirrors, and k1,2− is the wave vector of the reflected
waves. Stationarity requires a unique frequency.

The intensity of the interfering waves is

I =
1
2

∣
∣
∣ei(k1+l1+k1−l1+ωt) + ei(k2+l2+k2−l2+ωt)

∣
∣
∣
2

, (8)

where l1 and l2 are the lengths of the interferometer arms. We use the dispersion
relations2 ω = k1± c1± and ω = k2± c2±, where c1+ and c2+ are the velocities
1 Here we assume that light can be described by a plane wave. This assumption is

independent from any results concerning Lorentz invariance.
2 Dispersion relations are a consequence of dynamical equations like the wave equation

if one discusses plane wave solutions.

light source

mirror 2

mirror 1

beam
splitter

detector

turn table

lI

lII
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of light (phase velocity) propagating from the beam splitter to the mirrors and
c1− and c2− the corresponding velocities in opposite direction, and obtain

I =
1
2

∣
∣
∣
∣e
iω
(

l1
c1+

+
l1

c1−
−t
)

+ e
iω
(

l2
c2+

+
l2

c2−
−t
) ∣∣
∣
∣

2

=
1
2

[
1 + cos

(
2ωl2
c2

− 2ωl1
c1

)]
.

(9)
Here c1 and c2 are the synchronization independent two-way velocities

2
c1,2

=
1

c1,2+
+

1
c1,2−

(10)

along the two interferometer arms. The observable phase shift is

∆φ = ω

(
2l2
c2

− 2l1
c1

)
, (11)

We assume a small variation of the speed of light, c1,2 = c+ δc1,2 with δc1,2 ( c
and obtain

∆φ = 2ω
(
l2 − l1

c
+

l1
c

δc1
c

− l2
c

δc2
c

)
. (12)

The variation δc1,2 may depend on the orientation θ of the interferometer. Since
the interferometer arms are orthogonal, δc2 = δc(θ) and δc1 = δc(θ + π

2 ). Then

∆φ(θ) = 2ω
(
l2 − l1

c
+

l1
c

δc(θ + π
2 )

c
− l2

c

δc(θ)
c

)
. (13)

Upon rotating the interferometer an orientation dependent speed of light yields
the phase shift

δ∆φ(θ) = 2ω
(
l1
c

δc(θ + π
2 )

c
− l2

c

δc(θ)
c

)
l2=l2= 2

ωl

c

(
δc(θ + π

2 )
c

− δc(θ)
c

)
, (14)

where in the last step we also assumed an equal arm interferometer.
In the derivation we assumed that the speed of light might depend on the

orientation. It can already be seen from (11) that an orientation dependent
arm length give the same effect. Operationally one cannot distinguish between a
variation of the speed of light and the a variation of the arm length. What can be
observed is the difference in the changes. In fact, in dynamical approaches both
has to be taken into account [14]. This also means that in experiments the length
of the interferometer has to be controlled very carefully. Any thermal change of
the length may simulate a varying speed of light. It is a general agreement to
formally assigning any result to the speed of light, that is, we define the length
of the interferometer arm as constant provided any external influence has been
ruled out (what sometimes is subject to some debates as, e.g., in the case of the
Miller experiment [15]).

In the case δc(θ) = δc cos θ we obtain
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Fig. 3. The paths of light in an interferometer arm moving to the right in an ether
frame. The angle between the velocity of the interferometer with respect to the ether
and the orientation of the interferometer arm is ϑ

δφ(θ) = −2ω
l

c
(sin θ + cos θ)

δc

c
=

2lω
c

√
2 sin(θ + π

4 )
δc

c
. (15)

This is the expected phase shift for δc �= 0. If no phase shift is observed, then
δc = 0 within the accuracy of the interferometer. (For an interferometer with
orthogonal arms a variation δc(θ) = δc cos(4nθ), n ∈ N, cannot be detected.)

Interpretation within the Ether Theory

In the ether frame the calculation of the time t(ϑ, v) light needs to propagate
from the beam splitter to one mirror and back to the beam splitter immediately
yields from Fig. 3

t(l, ϑ) =
2lc

c2 − v2

√

1 − v2

c2
(1 − cos2 ϑ) . (16)

where ϑ is the angle between the interferometer arm and v. The difference of
the time for light moving along two orthogonal interferometer arms is ∆t =
t(l, ϑ) − t(l, ϑ + π/2). This gives the phase shift

∆φ =
2lω
c

1
1 − v2

c2

(√

1 − v2

c2
(1 − cos2 ϑ) −

√

1 − v2

c2
(
1 − sin2 ϑ

)
)

(17)

=
2lω
c

v2

c2
(
cos2 ϑ− sin2 ϑ

)
=

2lω
c

v2

c2
cos(2ϑ) . (18)

The same result comes out when we perform the calculation in the frame of the
interferometer and make use of the speed of light given by (4).

For an interferometer with an arm length of 11 m as used by Michelson and
Morley, and a wavelength of 550 nm one obtains a phase shift of ∆φ = 0.8π if
one uses the velocity of approx. 30 km/s of the Earth around the Sun. Today one
would have taken the velocity of the Earth of approx. 360 km/s with respect to
the cosmological background which is one order of magnitude larger and, thus,

x

l

A

B B

A

ϑ
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yields a phase shift of approx 10π. The sensitivity of the original Michelson–
Morley interferometer was ∆φ ∼ 0.01π so that this effect should be measurable.
However, nothing has been seen which means that v ≤ 8 km/s.

This null result has been explained by a drag of the ether. Another hypoth-
esis was the length contraction suggested by Lorentz and FitzGerald. Since this
contraction should be universal, experiments have been carried through with
different materials for the interferometer arms [16,17].

A comparison of the phase shifts gives a relation of velocity of the motion of
the reference frame with respect a hypothetical ether to the orientation depen-
dent variation of the speed of light

v2

c2
=

√
2
δθc

c
. (19)

Experiments with Resonators

The Setup

In 1955 Essen for the first time used (microwave–) resonators instead of interfer-
ometers in order to search for an anisotropic speed of light [18], see Fig. 4. The
frequency of a standing electromagnetic wave inside the resonator is determined
by the length of the resonator and the speed of light. This frequency can be
measured. A varying frequency during turning around the resonator signals an

Fig. 4. The principal setup for a test of the isotropy of light using resonators. The
frequency of electromagnetic radiation inside the resonators is given by the ratio of
the speed of light and the length of the resonator. A change of the frequency during
a change of the resonators implies that either the speed of light or the length of the
resonator changes with orientation

ϑ

turn tableresonator

frequency
measurement
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orientation dependent speed of light (or an orientation dependent length of the
resonator). In a modified setup one can use two orthogonally oriented resonators
what resembles the Michelson–Morley setup.

Why resonators? Experiments with resonators are much more precise than experi-
ments using interferometers. There are two main reasons: (i) The high finesse (quality
factor) of the resonator which today is of the order 105 to 106. This means that a pho-
ton can travel 105 to 106 times back and forth between the mirrors before leaving the
resonator. Therefore, the effective optical path length is much longer than in interfer-
ometers. Therefore, a photon can accumulate much more information on an anisotropic
speed ob light than in interferometers. For a resonator of 10 cm this amounts to 10
to 100 km compared to 10 m arm length of a typical interferometer. (ii) Resonators
are much smaller than interferometers so that much better temperature, vibration,
etc. control can be applied. These two reasons lead to the present accuracy of these
devices. As an illustration: the distance between the two mirrors can be controlled to
up to 1/100 of a proton radius.

Model Independent Description

We have to determine the frequency of the standing electromagnetic wave inside
the resonator. This wave consists of two parts traveling back and forth

ϕ = Ae−i(ω+t−k+x) + Be−i(ω−t+k−x) . (20)

For a stationary problem we have ω = ω+ = ω−. Again we use the dispersion
relation ω = k±c± (see footnote on page 355). The velocities of light c± may
depend on the orientation related to the orientation of the resonator. Then

ϕ = Ae
−iω

(
t− x

c+

)

+ Be
−iω

(
t+ x

c−

)

. (21)

The amplitudes A and B have to be determined using the ordinary boundary
conditions ϕ(0) = 0 and ϕ(L) = 0. The first condition yields B = −A so that

ϕ = Ae−iωt
(
e
iω x

c+ − e
−iω x

c−

)
. (22)

The boundary condition at x = L

0 = e
iω L

c+ − e
−iω L

c− (23)

is fulfilled if

sin
(
ω

(
1
c+

+
1
c−

)
L

2

)
= 0 , (24)

or, equivalently,
ω

c
=

nπ

L
, n ∈ N (25)

with the two-way velocity c. This corresponds to a frequency

ν(θ) =
n

2L
c(θ) , (26)
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where we assumed an orientation dependent two-way speed of light. While turn-
ing the resonator on a turn table the frequency of the outcoupled electromagnetic
wave is compared with a stationary mounted frequency standard.

In the case of two orthogonally oriented resonators one can observe the beat
frequency

ν(θ + π
2 ) − ν(θ) =

n

2L
(
c(θ + π

2 ) − c(θ)
)
. (27)

For c(θ) = c + δc cos θ this yields

ν(θ + π
2 ) − ν(θ) = − n

2L
(sin θ + cos θ)δc , (28)

which reproduces (12).

Interpretation within the Ether Theory

We can use the above calculations and just replace the speed of light by its value
(4) given within ether theory, that is, we use

c+ = c′(θ, v) and c− = c′(θ + π, v) (29)

and obtain for the observed frequency

ν(θ′, v) =
nc

2L
1 − v2

c2√
1 − v2

c2 (1 − cos2 ϑ′)
≈ nc

L

(
1 − 1

2
v2

c2
(
1 + cos2 ϑ′)

)
, (30)

what corresponds to the time light needs to propagate back and forth an inter-
ferometer arm. Comparison with the model independent calculation again gives
a relation between the velocity with respect to the ether and the orientation
dependence of the velocity of light

1
2
v2

c2
=

δc

c
. (31)

For two orthogonally oriented resonators we obtain from (30) for the beat
frequency

ν(θ′ + π
2 , v) − ν(θ′, v) =

nc

2L
1 − v2

c2√
1 − v2

c2 (1 − sin2 θ′)
− nc

2L
1 − v2

c2√
1 − v2

c2 (1 − cos2 ϑ′)

=
nc

4L
v2

c2
cos(2ϑ′) + O(v4/c4) , (32)

which is sensitive to the same quantity as interference experiments. In this case
the comparison with the model independent calculation gives

1
2
v2

c2
=

√
2
δc

c
. (33)
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3.2 Constancy of Speed of Light

This class of experiments explore whether the outcome of experiments depends,
via a velocity-dependent speed of light, on the velocity of the laboratory. As for
the isotropy, this has been tested with interferometers as well as with resonators.

Interference Experiments

The Setup

The setup is essentially the same as for the Michelson–Morley experiment. The
only difference is that we need unequal interferometer arm lengths, see Fig. 5.
In the course of the experiment one varies the state of motion (velocity) of the
apparatus and looks for associated variations in the intensity of the interfering
light rays. For simplicity, we assume the interferometer arms do be orthogonal.

Model Independent Description

The intensity for an unequal arm Michelson interferometer has been given in (12).
Now we assume that the speed of light may possibly depend on the velocity of the
apparatus, too. The velocity is measured with respect to some inertial system.
The result will not depend on the choice of this system.

We assume that δc may depend on the state of motion, too

δc1 = δc(θ, v), δc2 = δc(θ + π
2 , v) . (34)

Fig. 5. The experiment of Kenndy and Thorndike uses a Michelson interferometer
with different arm lengths l1 �= l2

light source

mirror 2

mirror 1

beam
splitter

detector

l1

l2

v
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Then (12) yields

∆φ(θ, v) = ω

(
l1 − l2

c
+

l2
c

δc(θ + π
2 , v)

c
− l1

c

δc(θ, v)
c

)
. (35)

In the case that the speed of light does not depend on the direction this simplifies

∆φ(v) = ω
∆l

c

(
1 +

δc(v)
c

)
, (36)

where ∆l = l1 − l2. Therefore, a velocity dependence of the speed of light can
be detected only if the interferometer arms are of unequal length.

What has been searched for in this type of experiments is the variation of
the intensity while varying the velocity,

δ∆φ = ∆φ(v + δv) −∆φ(v) = ω
∆l

c

δc(v + δv) − δc(v)
c

= ω
ly − lx

c

δvc

c
. (37)

Interpretation within the Ether Theory

The same calculation as for the Michelson–Morley experiment gives for an in-
terferometer with unequal arm lengths l1 �= l2 the phase shift

∆φ =
2ω
c

1
1 − v2

c2

(

l1

√

1 − v2

c2
(1 − cos2 ϑ) − l2

√

1 − v2

c2
(
1 − sin2 ϑ

)
)

(38)

=
2ω
c

(
l1 − l2 +

v2

c2
1
2
(
l1 − l2 + l1 cos2 ϑ− l2 sin2 ϑ

)
)

+ O(v4/c4) . (39)

A change in the velocity with respect to the ether should result in a phase shift.
(This is also the case for Michelson–Morley experiments, but there the velocity
term is connected with the orientation which obscures a unique interpretation.
Here the effect is related to a different arm length.) For a change of the velocity
v → v + δv we obtain from (39) to first order in the variation δv

δφ =
2ω
c

v · δv
c2

(
l1 − l2 + l1 cos2 ϑ− l2 sin2 ϑ

)
. (40)

For a given δv and a measured phase shift δφ one can conclude the value of v.
The larger the variation of the velocity, the better estimates will be.

A comparison with the model independent calculation gives

δvc

c
= 2

v

c

δv

c
. (41)

Experiments with Resonators

The Setup

The setup is the same as described above. The only difference is that the setup
will not be rotated but will change its state of motion. While changing the
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velocity of he setup, one looks for a change of the frequency of the outcoupled
electromagnetic wave. The variation of the state of motion of the laboratory is
provided by the rotation of the Earth or its motion around the sun. For using
the latter one has to use long term stable resonators.

Here we have to add an important remark of caution. The measurement of
the frequency consists of a comparison of two frequencies, one frequency is given
by the outcoupled wave, the other by some frequency standard. The frequency
standard is defined by some atomic or molecular transition, for example. In
principle, the frequency standard may also depend on its state of motion. This
means that the present experiment explores whether two frequency standards,
one given by the resonator, the other given by some atom or molecular transition,
depend in the same or in a different way on the state of motion. In any case,
as above any change of the measured frequency is, by convention, assigned to a
change of the velocity of the light. Any definite statement regarding the ‘true’
cause of a (hypothetical) dependence of the signal from the state of motion can
be made only by using a dynamical theory.

Model Independent Description

The frequency of the electromagnetic wave in the resonator is again given by
(26) with the only modification that now the speed of light may depend on the
state of motion of the apparatus, too, c = c(θ, v). Then

ν(v, θ) =
n

2L
c(θ, v) . (42)

A variation of the state of motion shows up in a variation of the measured
frequency,

δν = ν(v+δv, θ)−ν(v, θ) =
n

2L
(c(v + δv, θ) − c(v, θ)) = ν(v, θ)

δvc(v, θ)
c

. (43)

If no effect can be seen then δvc = 0 within limits given by the accuracy of the
apparatus. Also in this case one cannot distinguish a variation of the speed of
light from a velocity dependent variation of the length of the resonator.

Interpretation within the Ether Theory

A change of the velocity results with (30) in the frequency shift

δν = ν(θ′, v + δv) − ν(θ′, v)

=
nc

2L
1 − (v+δv)2

c2√
1 − (v+δv)2

c2 (1 − cos2 ϑ′)
− nc

2L
1 − v2

c2√
1 − v2

c2 (1 − cos2 ϑ′)

≈ nc

L

v · δv
c2

(
1 + cos2 ϑ′) , (44)

and a comparison with the model independent calculation gives

δvν

ν
=

δvc

c
=

v · δv
c2

. (45)
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4 The General Frame for Kinematical Test Theories

4.1 The Setting

In our kinematical test theory the consequences of transformations

t′ = t′(t,x) , x′ = x′(t,x) (46)

between the time and spatial coordinates of two observers are analyzed. On
physical grounds we restrict to transformations which obey the following three
requirements: The transformation

1. maps a force-free motion into a force-free motion, that is,

d2x

dt2
= 0 ⇔ d2x′

dt′2
= 0 , (47)

2. is a one-to-one mapping, and
3. the mapping depends on the relative velocity between the two observers only.

The first requirement implies a projective transformation [19] which with the
second requirement gives the linearity of the transformation. From the third
requirement we conclude that the linear transformation must have the particular
structure

t′ = a(v)t + e(v)v · x (48)

x′ = d(v)x + b(v)
v(v · x)

v2
+ f(v)vt , (49)

with undetermined function a(v), b(v), d(v), e(v), and f(v). One function can be
fixed by specifying the relative velocity between the observers and one function
is related to the synchronization. Only three functions are of true physical nature
and are related to the outcome of experiments.

The essential assumption now is that there exist a preferred frame Σ with
coordinates X and T . In this frame light it assumed to propagate isotropically

ds2 = dT 2 − dX2 − dY 2 − dZ2 = 0 , (50)

Usually, this preferred frame is identified with the cosmological frame in which
the microwave background radiation is isotropic.

4.2 The General Transformation

The transformation between the preferred frame and another frame S with co-
ordinates (t′,x) is described through (48,49)

t′ = a(v)T + e(v)v · X (51)

x = d(v)X + b(v)
v(v · X)

v2
+ f(v)vT . (52)
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The velocity v between S and Σ is defined by the trajectory of the origin of S
with respect to Σ, that is, x = 0 is given by X = vT . That means

f(v) = −b(v) − d(v) . (53)

Then we obtain the transformation

T =
1

a(v)
(t′ − e(v)v · x) (54)

X =
1

d(v)
x −

(
1

d(v)
− 1

b(v)

)
v(v · x)

v2
− v

a(v)
(t′ − ve(v)(v · x)) . (55)

We have the freedom to introduce in S′ another synchronization through t =
t′ + ε′ ·x. The coordinates in the corresponding system S are denoted by (t,x).
As a result, we obtain the transformations between Σ and S with arbitrary
synchronization

T =
1

a(v)
(t− ε · x) (56)

X =
1

d(v)
x −

(
1

d(v)
− 1

b(v)

)
v(v · x)

v2
− 1

a(v)
v(ε · x) +

1
a(v)

vt , (57)

where
ε := e(v)

v

v
+ ε′ . (58)

The line element in S comes out as

T 2 − X2 =
1 − v2

a2
t2 − 2

(
1 − v2

a2
ε +

1
ab

v

)
· x t (59)

−x2

d2
+

1 − v2

a2
(ε · x)2 +

2
ab

(v · x)(ε · x) +
(

1
d2

− 1
b2

)
(v · x)2

v2
.

The light cone in S is defined by the vanishing of (59). We denote by θ
the angle between the direction of light propagation and v and by θ′ the angle
between the speed of light and ε. Then in S the modulus of the speed of light

c(θ, v, ε) =
|x|
t

= (60)

bd(1 − v2)
adv cos θ + bdε(1 − v2) cos θ′ − a

√
b2(1 − v2) + (d2 − b2(1 − v2)) cos θ

depends on the direction, on the velocity of the observer system and on the
synchronization. This velocity will be used to describe the Michelson–Morley,
Kennedy–Thorndike, and Ives-Stilwell experiments.

For later use we note

lim
v→0

a(v) = 1 , lim
v→0

b(v) = 1 , lim
v→0

d(v) = 1 , lim
v→0

ε(v) = 0 , (61)
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what can be inferred from the property t → T and x → X for v → 0 in (56)
and (56).

Special Relativity with arbitrary synchronization is characterized by

a(v) =
√

1 − v2 , d(v) = 1 , b(v) =
1√

1 − v2
, (62)

and for standard Einstein synchronization we have in addition

ε = v . (63)

Then (56,57) give the Lorentz–transformations

T =
1√

1 − v2
(t + v · x) (64)

X = x⊥ +
1√

1 − v2

(
x‖ + vt

)
. (65)

4.3 Addition of Velocities

For the description of clock transport and the time dilation effects we need the
addition of velocities in our general frame. We have three systems Σ, S and S′

with corresponding relative velocities

S(t,x)

Σ(T,X) S′(t′,x′)

v u

v′
(66)

The task is to represent v′ as function of v and u.
For that we insert x′ = 0 into the transformation Σ → S′, and x = ut into

the transformation Σ → S. Elimination of T and X gives

1
a(v′)

t′ =
1

a(v)
(t− ε · ut) (67)

1
a(v′)

v′t′ =
1

d(v)
ut−

(
1

d(v)
− 1

b(v)

)
v(v · ut)

v2
− 1

a(v)
v(ε · ut) +

1
a(v)

vt (68)

which yields

v′ = v +

a(v)
d(v)

u⊥ +
a(v)
b(v)

u‖

1 − ε · u . (69)

For the choice (62) of the parameters we obtain the special relativistic expression.
For small velocities u,

v′ ≈ v +
a(v)
d(v)

u −
(
a(v)
d(v)

− a(v)
b(v)

)
v(v · u)

v2
. (70)
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5 The Test Theory of Robertson

The test theory of Robertson [8] now specializes the above formalism to the spe-
cial case of Einstein synchronization. The resulting theory is physically equiva-
lent to the original one.

5.1 The Einstein–synchronization

In order to determine the coefficient ε for the Einstein–synchronization we con-
sider two clocks A and B which are at rest in a system S. This system S moves
with a velocity v with respect to Σ. At t = 0, a signal is sent from A an arrives
in B at t = t1. This signal will be sent back immediately and reaches A at t2,
see Fig. 6. Einstein synchronization now requires (compare, e.g., [9])

t2 = 2 t1 . (71)

According to the diagram (66) and the relations (56,57) we represent the events
E1 and E2 in the relations between S and Σ as well as in the relations between
S′ and Σ. Since the clock A is at rest in the moving system S, we have x2 = 0
and X2 = vT2. Therefore,

Fig. 6. The Einstein–synchronization: A and B are worldlines of two clocks at rest in
a system which moves with respect to Σ. At t = 0, the observer A sends a light signal
to B, where it arrives at time t1. The signal sent back immediately arrives in A at time
t2. The Einstein–synchronization now requires t1 = 1

2
t2

T

X

clock A

clock B

t1

t2E2

E1
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T2 =
1

a(v)
t2 X2 = vT2 . (72)

From the equations for light propagation

|X1|2 = T 2
1 , |X2 − X1|2 = (T2 − T1)2 , (73)

we then obtain after some calculations

ε = −v
a(v)

b(v)(1 − v2)
. (74)

Using this condition we obtain for our transformations (56,57)

T =
1

a(v)

(
t +

a(v)
b(v)(1 − v2)

v · x
)

(75)

X =
1

d(v)
x⊥ +

1
b(v)(1 − v2)

x2
‖ +

1
a(v)

vt , (76)

where x⊥ = x − x‖ with x‖ =
v · x
v2

v. The line element S will be

T 2 − X2 =
1 − v2

a2(v)
t2 − 1

d2(v)
x2
⊥ − 1

b2(v) (1 − v2)
x2
‖ (77)

which has the structure

ds2 = g2
0(v)t2 −

(
g2
1(v)dx2

‖ + g2
2(v)dx2

⊥

)
(78)

with

g2
0(v) =

1 − v2

a2(v)
, g2

1(v) =
1

b2(v)(1 − v2)
, g2

2(v) =
1

d2(v)
. (79)

This is (59) in the case of the Einstein–synchronization. The measurements of
length depend on the velocity of the frame which violates the relativity principle.
For SR g0(v) = g1(v) = g2(v) = 1 for all v.

The speed of light is

c(θ, v) =
1

B(v)
1

√
1 + A2(v) cos2 θ

, (80)

where we defined the modulus 1/B(v) and the anisotropy A(v)

1
B(v)

=
d(v)

√
1 − v2

a(v)
=

g0(v)
g2(v)

(81)

A(v) =
d(v)

b(v)
√

1 − v2
− 1 =

√
g2
1(v) − g2

2(v)
g2(v)

. (82)

In the subspace orthogonal to v the speed of light is isotropic. The relative veloc-
ity v defines a preferred direction. The function a(v) is not related to a possible
anisotropy of c. If we define the speed of light in direction of and orthogonal to v
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c‖(v) = c(0, v) =
b(v)(1 − v2)

a(v)
=

√
1 − v2

A(v)
(83)

c⊥(v) = c(π2 , v) =
1

a(v)
d(v)

√
1 − v2 =

1
B(v)

(84)

then

c(θ, v) =
c⊥(v)

√
1 +

c2⊥(v)−c2‖(v)

c2‖(v)
cos2 θ

. (85)

Therefore the anisotropy is given by the relative difference of c‖ and c⊥.
Using c‖ and c⊥ we also can express the transformations (56,57)

T =
1

a(v)
(t− ε · x) (86)

X =
√

1 − v2

a(v)

(
x⊥
c⊥

+
√

1 − v2

c‖
x‖ −

v (t− ε · x)√
1 − v2

)

=
√

1 − v2

a(v)

(
B(v)x⊥ + A(v)x‖ −

v (t− ε · x)√
1 − v2

)
, (87)

and the line element (59)

T 2 − X2 =
1 − v2

a2(v)

(
t2 − 2

(
ε +

v

c‖

)
· x t− 1

c2⊥
x2

+
((

ε +
v

c‖

)
· x
)2

+

(
1
c2⊥

− 1
c2‖

)
(v · x)2

v2

)

. (88)

Here we like to add some remarks on other synchronizations. We show (i) that the
synchronization by slow-clock transport yields a different ε and (ii) that the requirement
of coincidence of Einstein with slow-clock transport synchronization is only possible
for a(v) =

√
1 − v2 [9].

For slow–clock synchronization we consider a clock moving with a small velocity
with respect to the system S. By passing the clocks at rest in S, these clocks will be
given the time of the slowly moving clock, see Fig. 7. Since the moving clocks are at
rest in S′ we have T = t′/a(v′). The same clocks is described in S by T = (t− ε · x)t.
The prescription of synchronization by slow clock transport now is t′ = t from which
we immediately obtain ε · x = (a(v) − a(v′))T .

Furthermore, from X = v′T in (57) and the addition of velocities (70) for small u
we obtain a(v)(v · u)T = v · x. Then

ε · x = − 1

a(v)

(
a(v′) − a(v)

) v · x
u · v

≈ − 1

a(v)

(
(v′ − v) · ∇va(v)

) v · x
u · v

= − 1

b(v)

1

v

da(v)

dv
v · x , (89)
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Fig. 7. Synchronization by using slow clocks: a clock A moves slowly in S and sets all
clocks in S at its own time

where we again used (70) for small u. Since this should hold for all x we obtain for the
synchronization parameter

ε =
1

b(v)

da(v)

dv

v

v
. (90)

This is different from the result (74) for the Einstein synchronization.
If we require that both methods of synchronization should lead to the same syn-

chronization parameter
da(v)

dv
= − v

(1 − v2)
a(v) , (91)

we obtain, after integration,

a(v) =
√

1 − v2 . (92)

This is the ordinary time dilation factor. Only in this case both synchronization schemes
coincide [9].

5.2 Discussion of the Experiments

Based on (78) we discuss the three classes of experiments, namely the experi-
ments testing the isotropy of the speed of light (Michelson–Morley-experiments),
the experiments testing the independence of the speed of light from the veloc-
ity of the apparatus (Kennedy–Thorndike-experiments) and the experiments
measuring the time dilatation in terms of the Doppler effect (Ives–Stilwell–
experiments). These three experiments together imply the Lorentz–transformat-
ions and, thus, Lorentz invariance.

t

x

clock A

clock 1
clock 2

clock 3
clock 4

clock 5
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Isotropy of the Speed of Light

For a Michelson–Morley experiment with interferometer arms of equal length l
the general phase shift (11) with (80) yields

δφ = 2ωl

(
1
c2

− 1
c1

)
= 2

ωl

B(v)

(√
1 + A(v) sin2 θ −

√
1 + A(v) cos2 θ

)
. (93)

This is independent from the orientation only if the anisotropy A(v) vanishes,

A(v) = 0 ⇔ g1(v) = g2(v) ⇔ d(v) = b(v)
√

1 − v2 (94)

The effect does not depend on the time dilation factor g0. As a consequence the
speed of light (80) reduces to

c(θ, v) = c(v) = 1/B(v) , (95)

what still may depend on v. In principle, these experiments have to carried
through for all v.

For the description of experiments with resonators we use (26) and (80) and
obtain

ν(θ, v) =
n

2L
c(θ, v) =

n

2LB(v)
1

√
1 + A(v) cos2 θ

. (96)

This again does not depend on the orientation if (94) holds.
In the case of a setup with two orthogonally oriented resonators the relative

change of the two frequencies is

ν(ϑ + π
2 , v) − ν(ϑ, v)
ν(π2 , v)

=

√
1 + A(v) cos2 ϑ

1 + A(v) sin2 ϑ
− 1 . (97)

The lack of any signal again yields (94).

Constancy of the Speed of Light

Here we take the isotropy of the speed of light as granted, that is, we assume
(94).

For an unequal arm interferometer we obtain from (11) and (95)

δφ = 2ω
(

l2
c2

− l1
c1

)
= 2

ω(l2 − l1)
B(v)

. (98)

This phase shift is independent from the velocity v of the apparatus if B(v) = K,
that is, g0(v) = Kg1(v), where K is some constant. The condition limv→0 g1(v) =
limv→0 g0(v) = 1 implies K = 1. As a consequence

B(v) = 1 ⇔ g0(v) = g1(v) . (99)
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Fig. 8. Example for isotropic (left) and anisotropic (right) propagation

Also the frequency of the radiation outcoupled from a resonator

ν(v) =
n

2L
c(v) =

n

2LB(v)
(100)

does not depend on the velocity of the resonator if (99) holds.
The independence from the orientation and the velocity of the apparatus

yields with (79)

b2(v) =
a2(v)

(1 − v2)2
and d(v) =

a(v)√
1 − v2

. (101)

or, equivalently,
g0(v) = g1(v) = g2(v) (102)

In this case the line element is ds2 = t2 − x2 = 0. The function a(v) is the only
unknown function remaining in the transformations (75,76)

T =
1

a(v)
(t + v · x) (103)

X =
√

1 − v2

a(v)

(
x⊥ +

1√
1 − v2

(
x‖ + vt

)
)

. (104)

Time Dilation

We still need a further experiment which can determine the remaining function
g0(v) or a(v) which gives the time dilatation. Such an experiment is the Doppler
shift, for example. In these experiment the frequency of radiation emitted from
moving sources will be measured. In this setup, both the laboratory as well as
the source will move with respect to the preferred frame. Therefore we need the
transformations between frames S and S′ moving with v and v′ with respect to
Σ. This transformation can be easily derived and reads

t′ =
a(v′)(1 + u · v)
a(v)(1 − u2)

(t− x · u) (105)

x′ =
a(v′)(1 + u · v)
a(v)

√
1 − u2

(
x −

(
1 − 1√

1 − u2

)
u(u · x)

u2
+

u√
1 − u2

t

)
, (106)

where u is the velocity of S′ with respect to S.
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Since experiments on time dilation measure the relation between t and t′ one
can determine the last unknown function g0(v) or a(v). For doing so we observe
the frequency of a radiating atom moving with velocity u in the laboratory S
or, equivalently, with velocity v′ with respect to Σ. We define a system S′ in
which the atom is at rest. For the determination of a(v) it is enough to have v,
v′, and thus u, in x-direction. S and S′ are related to Σ via (103,104) v and v′

as relative velocities.
We emphasize that we do know neither the magnitude not the direction of the

velocity v with respect to the preferred system Σ. Therefore we carry through
the following calculations in full generality.

The Doppler Formula

In the preferred frame Σ light rays obey the usual relation

(Tr − Ts)2 = |Xr − Xs|2 (107)

With (103,104) we can transform this to relations for the coordinates in S and
obtain

trs = xrs , (108)

where we defined

trs = tr − ts , xrs = |xrs| , xrs = xr − xs (109)

Now we consider the situation shown in the diagram

Σ(T,X)

vs

����
��

��
��

��
��

��
�

vr

���
��

��
��

��
��

��
��

v

��

Ss(t(s),x(s)) Sr(t(r),x(r))

S(t,x)

us

������������

ur

������������

(110)

and two light rays emitted at events (t(1)s ,x
(1)
s ) and (t(2)s ,x

(2)
s ) and received at

(t(1)r ,x
(1)
r ) and (t(2)r ,x

(2)
r ), see Fig. 9. us and ur are the velocities of the sender

and receiver with respect to S. Then in S

x(2)
rs − x(1)

rs = x(2)
r − x(1)

r − x(2)
s + x(1)

s = ur∆tr − us∆ts , (111)

where ∆ts = t
(2)
s − t

(1)
s and ∆tr = t

(2)
r − t

(1)
r . From (108) and (111) we obtain

∆tr = t(2)s + x(2)
rs − (t(1)s + x(1)

rs )
= ∆ts + n · (x(2)

rs − x(1)
rs )

= ∆ts + n · (ur∆tr − us∆ts) , (112)



374 C. Lämmerzahl

Fig. 9. The observed frequency 1/∆tr is function of the emitted frequency 1/∆ts

where we used |x(2)
rs | = |x(1)

rs |+(x(2)
rs −x

(1)
rs )∇|x(1)

rs | and n = xrs/|xrs|. This gives

∆tr =
1 − n · us

1 − n · ur
∆ts . (113)

We still have to replace the coordinate times ∆tr and ∆ts by the correspond-
ing eigentimes ∆t

(r)
r and ∆t

(s)
s . For doing so we use (103)

Ts,r =
1

a(vs,r)

(
t(s,r) + vs,r · x(s,r)

)
, (114)

where vs is the relative velocity of the sender with respect to the preferred frame
Σ. Since the clock of the sender/receiver is at rest in Ss,r we have xs,r = 0 and

∆Ts,r =
1

a(vs,r)
∆t(s,r)s,r . (115)

We furthermore get from (103)

∆Ts,r =
1

a(v)
(∆ts,r + v ·∆xs,r) =

1
a(v)

(1 + v · us,r)∆ts,r . (116)

With that we can eliminate ∆Ts,r and, thus, can express the eigentime ∆t
(s,r)
s,r

by ∆ts,r

∆t(s,r)s,r =
a(v′s,r)
a(v)

(1 + v · us,r)∆ts,r . (117)

In terms of the frequencies defined by νs,r = 1/∆t
(s,r)
s,r we thus have

νr

νs
=

∆t
(s)
s

∆t
(r)
r

=
a(vs) (1 + v · us) (1 − n · ur)
a(vr) (1 + v · ur) (1 − n · us)

. (118)

t
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We specialize to a receiver at rest in S, ur = 0, and finally obtain the Doppler
formula we need

νr

νs
=

a(v′s) (1 + v · us)
a(v)(1 − n · us)

. (119)

The Experiment

If one measures the frequency emitted by a moving atom parallel and anti–
parallel to the velocity of the atom, then the experiments gives (and this is also
what SR predicts) that the product is just the square of the frequency of the
atom at rest

ν+
r ν−

r = ν2
s . (120)

With (119) this means (for ν+
r we chose the direction n = n0, and for ν−

E the
direction n = −n0)

ν+
r

νs

ν−
r

νs
=

a(v′s) (1 + v · us)
a(v)(1 − n0 · us)

a(v′s) (1 + v · us)
a(v)(1 + n0 · us)

=
a2(v′s) (1 + v · us)

2

a2(v)(1 − u2
s )

= 1 (121)

with us = n0 · uS , so that

a(v′s)(1 + v · us)
a(v)

=
√

1 − u2
s . (122)

We abbreviate vs = v and us = u and use this result in the transformations
(105,106)

t′ =
1√

1 − u2
(t− x · u) (123)

x′ = x −
(

1 − 1√
1 − u2

)
u(u · x)

u2
+ ut . (124)

This are the ordinary Lorentz–transformations. Any information about the state
of motion with respect to Σ disappeared. The preferred frame Σ plays no role
anymore.

We are also in the position to determine the function a(v): All considerations
above hold for all systems S and S′, so that we can assume v = 0 for a particular
system S. Then, from (122) we infer a(u) =

√
1 − u2a(0). Since we should obtain

the identity for u = 0, compare (61), we finally obtain a(0) = 1. Therefore, with
three experiments we were able to determine all three parameter functions a(v),
b(v) and d(v).

5.3 Linearization of the Robertson Test Theory

Since in all laboratory experiments the velocities are relatively small compared
to the speed of light and since also the velocity of the Earth with respect to the
Sun and the cosmological preferred frame is small, we can expand the functions
gr(v) (r = 1, 2, 3) with respect to the velocities
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gr(v) = 1 +
1
2
g0
rv

2 + . . . , (125)

where we used (61). As a consequence, the determination of the functions gr(v)
reduces to the determination of three parameters g0

r .
In this approximation the important combinations are given by

g2(v) − g1(v)
g1(v)

=
1
2
(
g0
2 − g0

1

)
v2,

∣
∣
∣
∣
g0(v)
g1(v)

− 1
∣
∣
∣
∣ =

1
2

∣
∣g0

0 − g0
1

∣
∣ v2 (126)

and g0(v) = 1+ 1
2g

0
0v

2. In this approximation the Michelson–Morley experiment
implies g0

1 = g0
2 and the Kennedy–Thorndike-experiment g0

0 = g0
1 . The time

dilation experiment yields g0
0 = 0. The parameter combinations g0

2 − g0
1 and

g0
0 − g0

1 will show up again in the Mansouri–Sexl test theory.

6 The General Formalism

Based on the transformations (56,57), the line element (59) and the correspond-
ing speed of light (60) we describe now all experiments without the assumption
of Einstein synchronization. We will show that again the three previous experi-
ments are enough to characterize Lorentz invariance. However, the basic physical
quantities will be slightly different, namely the two-way speed of light and the
two-way Doppler shift.

6.1 The Frame

Though the one-way velocity of light depends on the synchronization parameter,
the two-way velocity defined by

2
c(2)(v, ε, ϑ, ϑ′)

=
1

c(v, ε, ϑ, ϑ′)
+

1
c(v, ε, ϑ + π, ϑ′)

(127)

has the same form as the one-way velocity of light under the assumption of
Einstein–synchronization

c(2)(v, ε, ϑ, ϑ′) = c(2)(ϑ, v) =
1

B(v)
1

√
1 + A(v) cos2 ϑ

, (128)

which no longer depends on ε.
Since the two-way velocity of light is exactly the same as the one-way velocity

for Einstein synchronization, the results (101) for the experiments testing the
isotropy and constancy of the speed of light are also the same and, thus, need not
to be repeated. The only nontrivial experiment is the time dilation experiment.

We use the results (101) in order to eliminate b(v) and d(v) in (56,57)
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T =
1

a(v)
(t− ε · x) (129)

X =
√

1 − v2

a(v)

(
x −

(
1 −

√
1 − v2

) v(v · x)
v2

)
− 1

a(v)
(v(ε · x) − vt) ,

(130)

and in the expression for the light cone in S

0 = T 2 − X2 =
1 − v2

a2(v)

(
t2 − 2 (ε + v) · xt− x2 + ((ε + v) · x)2

)
, (131)

which is the SR lightcone for arbitrary synchronization. Again, we have to de-
termine the remaining function a(v).

In order to discuss time dilation effects we again have to consider the trans-
formation between two systems S and S′ moving with v and v′ with respect to
the preferred frame Σ. Using (129,130), a lengthy calculation yields

t′ =
a(v′)
a(v)

(t− ε · x) + ε′ · x′ (132)

x′ =
a(v′)γ′

a(v)γ

(
x + v

(
γ (t− ε · x) −

(
1 − 1

γ

)
(v · x)

v2

)

+v′
(
γ′− 1
v′2

(
v′ · x −

(
1 − 1

γ

)
(v · x)(v′ · v)

w2
+ (v′ · v)γ (t− ε · x)

)

−γ′γ (t− ε · x))) (133)

where γ′ = γ(v′).

6.2 Discussion of the Experiments: Time Dilatation

The Doppler Formula

Again we calculate and use the Doppler effect for moving atoms in order to
determine the time dilatation. As before, we have to calculate the time differ-
ences between the emission and reception times of two light rays, see Fig. 9 and
diagram (110). Again we can start from (107), use (129,130), and obtain

∆tr =
1 − (n + w + ε) · vs

1 − (n + w + ε) · vr
∆ts . (134)

what generalizes (113). We replace the time differences ∆tr and ∆ts by the times
shown by moving clocks, that is, by the time of the moving system. For that we
need (129,130). We get

T =
1

a(vr,s)

(
t(r,s) − ε(r,s) · x(r,s)

)
and T =

1
a(v)

(t− ε · x) . (135)

The clocks are at rest in Sr,s and move with ur,s with respect to Sr,s. This implies
x

(r,s)
r,s = 0 and xr,s = ur,str,s. Therefore we have two relations
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Tr,s =
1

a(vr,s)
t(r,s)r,s and Tr,s =

1
a(v)

(1 − ε · ur,s) tr,s (136)

from which we obtain the measured time differences ∆t
(r,s)
r,s in terms of the co-

ordinate time differences ∆tr,s

∆t(r,s)r,s =
a(vr,s)
a(v)

(1 − ε · ur,s)∆tr,s . (137)

With the frequencies νr,s = 1/∆t
(r,s)
r,s we thus obtain from (113)

νr

νs
=

a(v)
a(vr)

a(vs)
a(v)

1 − (n + v + ε) · vr

1 − (n + v + ε) · vs

1 − ε · us

1 − ε · ur
. (138)

For a receiver at rest in S (ur = 0) we finally obtain the Doppler formula for
arbitrary synchronization

νr

νs
=

a(vs)
a(vr)

1 − ε · us

1 − (n + v + ε) · us
. (139)

The Experiment

Again we calculate the product of the frequencies measured parallel and anti-
parallel to the velocity of a moving radiating atom

ν+
r ν−

r

ν2
s

=
a(vs)
a(vr)

1 − ε · us

1 − (n + v + ε) · us

a(vs)
a(vr)

1 − ε · us

1 − (−n + v + ε) · us

=
a2(vs)
a2(vr)

(1 − ε · us)
2

(1 − (v + ε) · us)
2 − u2

s

. (140)

The result of the experiment is ν+
r ν−

r = ν2
s so that

a(vs)
a(v)

(1 − ε · us) =
√

(1 − (v + ε) · us)
2 − u2

s . (141)

This result allows us to determine the factor a(v′)γ′/(a(v)γ) in (132,133)

a(vs)γ(vs)
a(v)γ(v)

=
γ(vs)

√
(1 − (v + ε) · uS)2 − u2

S

γ(v) (1 − ε · uS)
= 1 , (142)

where we used (69) in order to calculate γ(vs) as function of γ(v). With this result
the transformations (132,133) become the Lorentz transformations between two
arbitrarily synchronized reference frames. From the validity of (142) for all v and
vs we again infer that a(v) = a(0)

√
1 − v2. Together with a(0) = 1 from (61) we

finally get a(v) =
√

1 − v2. Furthermore, from (101) we obtain b(v) = 1/
√

1 − v2

and d(v) = 1.
As a result, we obtain the Lorentz transformations for arbitrary synchroniza-

tion [20–25].
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7 The Mansouri-Sexl Test Theory

7.1 The Frame

Since most of the experiments are carried through at small velocities, Mansouri
and Sexl performed an expansion of the functions a(v),b(v), d(v) and ε(v) with
respect to the velocity

a(v) = 1 +
(
α− 1

2

)
v2 +

(
α2 −

1
8

)
v4 + . . . = 1 + αMSv2 + αMS

2 v4 + . . . (143)

b(v) = 1 +
(
β +

1
2

)
v2 +

(
β2 +

3
8

)
v4 + . . . = 1 + βMSv2 + βMS

2 v4 + . . . (144)

d(v) = 1 + δv2 + δ2v
4 + . . . (145)

ε = (ε− 1)v
(
1 + ε2v

2 + . . .
)
. (146)

The parameter functions are now replaced by a few constant parameters. Here
αMS and βMS are parameters originally introduced by Mansouri and Sexl. Our
parameters are chosen so that they vanish if SR is valid, compare [26]. In the
case of Einstein-synchronization also ε vanishes. For simplicity we restrict in the
following to first order in v2. For the next order see [27].

In first order we obtain for the line element

s2 =
[
1 − 2αv2

]
t2 − 2

[
ε + (α− β − 2αε− ε2 + εε2)v2

]
v · xt

−
[
1 − 2δv2

]
x2 +

[
ε2 + 2(β − δ)

]
(v · x)2 , (147)

for the one-way velocity of light

c(ϑ, v) = 1 − εv cosϑ−
[
δ − α + (β − δ + ε2) cos2 ϑ

]
v2 , (148)

and for the two-way velocity of light defined in (127)

c(2)(ϑ, v) = 1 +
[
δ − α + (β − δ) cos2 ϑ

]
v2 . (149)

The relative change of the speed of light

δϑc

c
= (δ − β)v2 sin2 ϑ (150)

δvc

c
= 2

(
δ − α + (β − δ) cos2 ϑ

)
v · δv (151)

relates this formalism to the model independent description.
With (79) and (125) we can relate the linearized Robertson–parameters to

the Mansouri–Sexl–parameters

g0
2 − g0

1 = δ − β , g0
0 − g0

1 = β − α , g0
0 = −2α . (152)

Since synchronization does not play a role in the interpretation of experiments,
the Mansouri–Sexl test theory is equivalent to the linearizes Robertson test the-
ory.

Since we now have only three parameters only three experiments are needed
in order to fix the theory.
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7.2 Discussion of the Experiments

Isotropy of the Speed of Light

With (148) the phase shift for a general interference experiment is

∆φ(ϑ, v) =
ω

c
{2(l1 − l2)

+ [(2α− β − δ)(l1 − l2) + (δ − β)(l1 + l2) cos(2ϑ)] v2
}

. (153)

For a Michelson–Morley experiment we choose l1 = l2 = l and obtain

∆φ(ϑ, v) = 2
lω

c

[
(δ − β)v2 cos(2ϑ)

]
. (154)

Independence from the orientation implies

δ − β = 0 . (155)

For resonators we obtain with (26) and (149) the frequency shift

ν(ϑ, v) =
n

L

{
1 +

[
δ − α + (β − δ) cos2 ϑ

]
v2
}

, (156)

which in the case of isotropy again implies (155). For the comparison of two
orthogonally mounted resonators we obtain the relative beat frequency

ν(ϑ, v) − ν(0, v)
ν(0, v)

= (δ − β)v2 sin2 ϑ . (157)

Constancy of the Speed of Light

If we assume isotropy δ = β then we obtain for a Kennedy–Thorndike-
experiment, that is l1 �= l2 in (153), the phase shift

∆φ(v) = 2(l1 − l2)ω
(
1 + (α− β)v2

)
. (158)

If this does not depend on the velocity of the apparatus, then

α− β = 0 . (159)

The frequency in a resonator (156) now is

ν(v) =
cn

2L
[
1 + (β − α)v2

]
, (160)

which does not depend on v if (159) holds.

Time Dilation

Since we discussed these experiments already in the general framework, there is
no need to repeat it in this approximation. The result of the easy calculation is
is that the exact result a(v) =

√
1 − v2 in its linearized form now reads α = 0.

Therefore we obtain from (159) β = 0 and from (155) δ = 0. Therefore we were
able to determine all three parameters α, β and δ from the outcome of three
experiments.
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8 Discussion

8.1 Summary

We introduces four frames for the discussion of experiments. Three of these
frames are special cases of the general framework, see Fig. 10. These special cases
are defined by choosing the Einstein synchronization and by a linearization of the
theory for small velocities. Physical results should be independent of the chosen
synchronization. The description of experiments with arbitrary synchronization
forces one to choose appropriate synchronization independent observables.

While this kinematical test theory has the merit for the first time to identify
the consequences of certain experiments for the theoretical description, which led
to the notion of the “three classical tests” of SR, there are assumptions made
which need to be discussed.

8.2 Advantages of Kinematical Test Theories

There are two important and far-reaching advantages:

General test theory

parameter a(v), b(v), d(v), ε(v)
transformation (56,57)

line element (59)
c from (60)

Robertson test theory

parameter g0(v), g1(v), g2(v)
transformation (75,76)

line element (78)
c from (80)

Mansouri–Sexl test theory

parameter α, β, δ, ε
c from (148)

Robertson–Mansouri–Sexl test theory

Parameter α, β, δ
c from (149)

Einstein–
synchronization

small
velocities

Einstein–
synchronization

small
velocities

Fig. 10. The relations among the various kinematical test theories. Einstein synchro-
nization connects physically equivalent theories
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1. Kinematical test theories are independent from any particle model; they are
universal. Since the transformation between frames of reference are under
consideration, all physical phenomena are treated in the same way.

2. The test theory is characterized by three parameters only with the conse-
quence that only three experiments are needed in order to fix the theory.

8.3 Disadvantages of Kinematical Test Theories

There are a few severe problems with kinematical test theories based on the
assumptions made for setting up this kinematical test theory:

1. The kinematical tests theories need a preferred frame. The choice of a pre-
ferred frame may not be unique. Today, one may identify this preferred frame
by the cosmological frame defined by the isotropy of the microwave back-
ground radiation [28]. Though it is not very probably, it is at least possible
in principle, that a stochastic gravitational wave background radiation may
define another preferred frame different from the microwave background.
Since all estimates describing the degree of validity of SR use the velocity
with respect to the preferred frame, the characterization thus depends on our
knowledge of cosmology. If we choose another preferred frame, the estimates
will change. Therefore, these test theories are intrinsically incomplete. One
necessarily needs more input than provided by the kinematical test theory.

2. One assumes a certain geometry of the preferred frame (what has nothing
to do with the transformation laws). That means that in Σ one assumes an
isotropic speed of light. In principle this also should be subject to experi-
mental proof. One way to handle such a question might be to enlarge the
set of parameters by introducing a general propagation through

dT 2 = G2
1dX

2 −G2
2dY

2 −G2
3dZ

2 (161)

with undetermined parameters G1, G2, and G3. Even more general propaga-
tion structures like that of Finslerian structure dT = f(dx), f being homo-
geneous of degree one in dX and non-degenerate, are possible. It should be
no problem to carry through the above calculations for this more general set-
ting. However, then more experiments are needed in order to fix the enlarged
set parameters. That means, the discussion of experiments for determining
the final structure of space-time will be more intriguing.

3. In kinematical test theories the violation of Lorentz invariance can depend
on velocity only. A violation of Lorentz invariance may come in through some
cosmologically given vector or tensor fields which may occur, e.g., in string
theories with spontaneous broken Lorentz symmetry, where the ground state
of the space–time geometry shows a broken symmetry which is not present
in the formulation of the theory [29,30].

4. Kinematical test theories are not only incomplete, they might be even incon-
sistent if one considers light to be a consequence of the Maxwell equations.
This can be seen as follows: If the light depends on the state of motion of the
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laboratory, then also the Maxwell equations have to depend on that state of
motion. That means that clocks and rods, which both are heavily determined
by the Maxwell equations, also depend on the state of motion. Furthermore,
they depend in a material-dependent way on th state of motion. Therefore,
there is no unique clock and rod. This, however, is part of the scheme of the
kinematical test theories.

5. Kinematical test theories cannot describe birefringence in vacuum which also
violates Lorentz invariance.

6. Generalizing this idea, kinematical test theories cannot treat a non–unique
c, that is, different limiting velocities for different particles. The dynamics
of particles is not treated in these kinematical test theories.

7. Furthermore, it is not possible to describe violations of LI by anisotropic
masses or anomalous spin couplings of Dirac particles.

8. Since in our scheme of kinematical test theories we assumed in Σ and, thus,
also in other frames S a unique light propagation, it is not possible to describe
a hypothetical dependence of c from the velocity of source.

All these problems do not occur in dynamical test theories which, by con-
struction, are complete.
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1 Introduction

Local Lorentz Invariance (LLI), stating that locally physical laws are identical
in all inertial reference frames, constitutes the basis of special relativity and is
an essential ingredient of both the standard model of particle physics and the
theory of general relativity. A well known test experiment for this fundamental
symmetry is the Michelson-Morley (MM) experiment (Fig. 1), which even pre-
dated the formulation of special relativity. First performed by A.A. Michelson
in Potsdam in 1881 it was later repeated at increased precision together with
E.W. Morley in Cleveland, Ohio, in 1887 [1]. While their motivation was to
reveal an anisotropy of the speed of light c due to Earth’s motion through an
ether medium, that had been postulated as a carrier for electromagnetic waves,
they were left with an unexpected null result. This was only clearly understood
when Einstein formulated the theory of special relativity in 1905 building on the
constancy of c, i.e. its independence on laboratory velocity and orientation. The
latter has since been verified experimentally at improved precision by numerous
repetitions of the MM-experiment (Fig. 2), providing a firm experimental basis
for special relativity so far.

Today however, tiny violations of fundamental principles such as LLI are dis-
cussed within several attempts aiming to formulate a unifying theory of quantum
gravity. Modern high precision test experiments are thus considered as impor-
tant contributions to these attempts, as they might either rule out or possibly
reveal the presence of such effects at some level of measurement precision. The
consequences of broken Lorentz symmetry have only recently been described
within a very general and consistent framework called Standard Model Exten-
sion (SME) [2]. This test model adds to the Lagrangian of the standard model of
particle physics all LLI-violating terms that can be formed from the known fields
and Lorentz tensors. In particular it models an anisotropy of the speed of light
in the most general way, thus providing the possibility for a comprehensive and
consistent analysis of modern descendants of the MM-experiment. Such state of
S. Herrmann et al.: Test of Lorentz Invariance Using a Continuously Rotating Optical Resonator,
Lect. Notes Phys. 702, 385–400 (2006)
DOI 10.1007/3-540-34523-X 13 c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. Schematic of Michelson-Morley experiments. Left: classic Michelson interfer-
ometer. Right: Modern version comparing the frequencies of two lasers stabilized to
resonances of high finesse cavities (νres ∼ c/L)

Fig. 2. Improvements of the Michelson-Morley experiment since 1881

the art MM-experiments employ high finesse electromagnetic resonators, whose
eigenfrequencies depend on the speed of light c in a geometry dependent way
(ν ∼ c/L for a linear optical Fabry-Perot cavity of length L). Thus a measure-
ment of the eigenfrequency of a resonator as its orientation is varied, should
reveal an anisotropy of c/L.
During recent years modern versions of the MM-experiment have been realized
using optical [3, 4] as well as microwave resonators [5–7]. So far these experi-
ments relied solely on Earth’s rotation for varying resonator orientation, which
was only possible using cryogenically cooled resonators that exhibit very low
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frequency drifts. However, actively rotating the setup as done in a classic ex-
periment by Brillet and Hall [8] offers two strong benefits: (i) the rotation rate
can be matched to the timescale of optimal resonator frequency stability and
(ii) the statistics can be significantly improved by performing thousands of ro-
tations per day. Applying state of the art technology as done in the modern non
rotating experiments, these advantages should allow for tests improved by orders
of magnitude – assuming that systematic effects induced by the active rotation
can be kept sufficiently low. Following this approach we have set up such an ac-
tively rotating MM-experiment, and here we report on first results that already
yield improved limits on LLI-violation. Similar concurrent experiments are cur-
rently performed either using continuously rotating microwave resonators [9] or
cryogenic optical resonators [10], whose orientation is varied by 90◦.

2 Setup

The basic ingredient of the experiment is an optical cavity which is continuously
rotated on a precision air bearing turntable. The cavity is fabricated from fused
silica, it has a length L = 3 cm and linewidth 20 kHz. Its resonance frequency
is compared to that of a stationary cavity oriented north-south (L = 10 cm,
10 kHz linewidth) [11]. Each cavity is mounted inside a thermally shielded vac-
uum chamber. The cavity resonance frequencies are interrogated by two diode
pumped Nd:YAG lasers (1064 nm), coupled to the cavities through windows in
the vacuum chambers, and stabilized using the Pound-Drever-Hall method [12].
The laser frequency is tuned by laser crystal temperature and laser crystal strain
using a piezo electric crystal.

The table rotation rate ωrot = 2π/T is set to T ∼ 43 s (∼ 2000 rotations/day)
matching the timescale of optimum cavity stability. The relative root Allan vari-
ance at this integration time reaches ∆ν/ν = 1.2 × 10−14 as shown in Fig. 4.
At this rotation rate it is also possible to rely on the excellent thermal isolation
properties of the vacuum chambers at room temperature (time constant ∼ 10 h).
The residual temperature drift of the resonance frequencies is on the order of
1 MHz/day, which is comparatively high but sufficiently linear to be cleanly sep-
arated from a potential LLI-violation signal at 2ωrot. Figure 3 gives a schematic
view of the rotating setup. Electrical connections are made via an electric 15
contact slip ring assembly on top. To measure the frequency difference ∆ν of
both lasers, a fraction of the rotating laser’s light leaves the table aligned with
the rotation axis and is then overlapped with light from the stationary laser on
a high speed photodetector. The resulting beat note at the difference frequency
∆ν ∼2 GHz is read out at a sampling rate of 1/s after down conversion to about
100 MHz. Amplitude modulation arising from periodic beam displacement rela-
tive to the detector due to table rotation could be reduced below 10% and does
not affect the outcome of the frequency measurement.

Substantial effort was spent on minimizing systematic effects associated with
turntable rotation (see Fig. 5). Besides good thermal and electromagnetic shield-
ing, prevention of cavity deformations due to external forces is most importantly
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Fig. 3. Setup of the rotating part of the experiment. A high performance turntable
is applied specified for rotation axis wobble <1µrad. The center-of-mass of the setup
is carefully balanced and tilt is monitored using an electronic bubble level tilt sensor
(TS)

involved here. Such forces are either of centrifugal or gravitational origin. If not
supported in a perfectly symmetric manner the latter causes a deformation when
tilted against the horizontal. The observed relative frequency change for our
setup is 1.5 × 10−16/µrad. Tilts which vary as a function of the orientation of
the turntable enter the analysis of the experiment as a systematic error, and have
to be suppressed by keeping the rotation axis vertical and preventing wobble in
the setup. The latter is achieved by employing a turntable with intrinsic wobble
< 1 µrad and carefully balancing the center-of-mass of the rotating part. To pre-
vent long term variations of rotation axis tilt, an active tilt control is applied.
Similar to the scheme described in [13], we place the table on three aluminum
cylinders, 20 cm in length, two of which can be heated independently in order to
use thermal expansion (5 µm/◦C) to compensate slow tilt variations. The tilt is
monitored using an electronic bubble level sensor of 0.1 µrad resolution placed at
the turntable center. A computer program transforms the rotating sensor’s read-



Test of Lorentz Invariance Using a Continuously Rotating Optical Resonator 389

1 10 100
10

-14

10
-13

re
la

ti
v
e

R
A

V

integration time [s]

Fig. 4. Laser lock stability at different integration times expressed by relative root Al-
lan variance. After removal of a linear drift the optimum frequency stability is obtained
at about 50 s integration time. The rotation rate is chosen slightly below in favor of
improved statistics due to an increased number of rotations per day

out to a non rotating reference frame and controls the heating of the aluminum
feet, which is done in a closed loop. Typical tilt variations of the laboratory’s
ground floor are several 10 µrad/day that would give rise to (varying) system-
atic effects at 2ωrot of up to one part in 10−14 without tilt control. The active
stabilization reduces tilt variations to < 1 µrad corresponding to systematic tilt
induced effects < 10−16.
To prevent systematic effects arising from modulated centrifugal forces the

rotation rate is phase locked to a stable reference oscillator. Applying a high
resolution encoder implemented in the turntable allowed us to finally suppress
deviations from ideal rotation to less than 0.1◦ at any instant. Our estimates on
the influence of varying centrifugal forces on resonator stability show that this
is sufficient at the current level of sensitivity but might become an issue when
aiming for the 10−17 level of measurement precision.

3 LLI-Violation Signal According to SME

For the photonic sector of the SME the extended Lagrangian takes the form

L = −1
4
FµνF

µν +
1
2
(kAF )κεκλµνAλFµν − 1

4
(kF )κλµνFκλFµν , (1)

where Fµν is the electromagnetic field tensor and Aµ the vector potential. The
first term is the ordinary Maxwell Lagrangian and the two additional terms
are the LLI-violating extensions. The second term is expected to vanish for
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Fig. 5. Fourier transform of a 4-day data set starting on February 18, 2005, with active
tilt control applied. Left: A small residual effect is present at ωrot Right: No peak is
visible at 2ωrot nor at the siderial sidebands

theoretical reasons and is constrained experimentally to levels well below those
relevant here [14]. The tensor (kF ) within the third term contains 19 independent
parameters, which can be arranged into one scalar κtr, and four traceless 3 × 3
matrices: κ̃e−, κ̃o+, κ̃e+ and κ̃o−. While κtr is related to the one way speed
of light [15], the elements of the latter two matrices are restricted to values <
2×10−32 by astrophysical observations [16]. The remaining matrices κ̃e− and κ̃o+
contain 8 parameters that describe a boost dependent (κ̃o+, antisymmetric) and
a boost independent (κ̃e−, symmetric) anisotropy of the speed of light. Recent
measurements have restricted 7 of these elements to a level of 10−11 respectively
10−15 [3,5–7]. The remaining component κ̃ZZe− can only be determined in actively
rotating experiments, thus it was not accessible in these experiments relying
solely on Earth’s rotation.

The implications of (1) on the eigenfrequency of a linear Fabry-Perot res-
onator stationary in an Earth based laboratory have been elaborated in detail
in [2]. The convention there is to refer all values of SME-parameters to a Sun cen-
tered celestial equatorial frame (SCCEF) that has the X-axis pointing towards
vernal equinox, the Z-axis pointing towards the celestial north pole and the
Y -axis is chosen accordingly to complete the right handed dreibein. The coordi-
nate axes x, y, z for the earth based laboratory (on the northern hemisphere) are
commonly chosen such that the x-axis points south, the y-axis points east and
the z-axis points vertically upwards. Transition from the SCCEF to this labora-
tory frame is done using the transformations given in [2]. They involve Lorentz
transformations according to Earth’s orbital and rotational boost (β⊕ ∼ 10−4,
βL ∼ 10−6 and a rotation matrix

R =




cosχ cosω⊕T⊕ cosχ sinω⊕T⊕ − sinχ
− sinω⊕T⊕ cosω⊕T⊕ 0

sinχ cosω⊕T⊕ sinχ sinω⊕T⊕ cosχ



 . (2)
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ω⊕ is the frequency of a siderial day and the time axis T⊕ is fixed by T⊕ = 0
when the laboratory y axis and the SCCEF Y-axis coincide. As shown in [2] the
resonance frequency change δν induced by the LLI-violating extension within
(1) for a linear optical cavity stationary in the laboratory frame is

δν

ν0
= A(t) + B(t) sin 2θ + C(t) cos 2θ , (3)

where ν0 is the undisturbed laser frequency (2.82 × 1014 Hz for our setup) and
θ is the angle relative to the laboratory x-axis. The amplitudes A(t), B(t) and
C(t) depend on elements of the κ̃-matrices (stated in the SCCEF) and exhibit
a modulation due to Earth’s rotation and orbital motion as shown in [2]. For
a rotating cavity we adopt θ = ωrotT with T = 0 when the resonator axis and
the laboratory x-axis coincide. The frequency difference between a rotating and
a stationary cavity oriented north south (θ = 0) then is

∆ν

ν0
=

δνr − δνs

ν0
= B(t) sin 2ωrotT + C(t) cos 2ωrotT − C(t) , (4)

where B(t) and C(t) vary according to

B(t) = Bdc + Bs1 sinω⊕T⊕ + Bc1 cosω⊕T⊕

+Bs2 sin 2ω⊕T⊕ + Bc2 cos 2ω⊕T⊕, (5)
C(t) = Cdc + Cs1 sinω⊕T⊕ + Cc1 cosω⊕T⊕

+Cs2 sin 2ω⊕T⊕ + Cc2 cos 2ω⊕T⊕ . (6)

The explicit dependence of the Fourier coefficients Bab and Cab [17] on the SME-
parameters is given in Table 1 according to [2]. As the experiment is designed
for optimum frequency stability at a timescale of several rotations (ωrot � ω⊕)
the slow variations due to the last term C(t) in (4) are not relevant for the
analysis here. Note further that the same linear combinations of SME-parameters
are involved in the Bab and Cab coefficients so there are only 5 independent
combinations for the 8 SME-parameters. While the siderial modulation of κ̃o+-
terms within these linear combinations can in principle be used to determine
limits on individual SME-parameters, this is only possible for a measurement
spanning > 1 year.

An alternative representation of the LLI-violation signal can be found, if (5)
and (6) are inserted into (4). Expansion of the the resulting expression then
yields 2 × 5 terms oscillating at 2ωrot and the sidebands at 2ωrot ± ω⊕ and
2ωrot ± 2ω⊕:

∆ν

ν0
=

2∑

k=−2

(Bk sin[(2ωrot +kω⊕)T⊕−2φ]+Ck cos[(2ωrot +kω⊕)T⊕−2φ]) , (7)

where the constant phase shift φ accounts for the difference in time axes T
and T⊕ as defined above. The dependence of the sideband amplitudes Bk and
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Table 1. Fourier coefficients Bab and Cab of (5) and (6) related to photonic SME-
parameters according to [2]. Relations are stated to first order in orbital boost. β⊕ =
10−4 is the boost parameter, χ = 37◦ is the colatitude of the Berlin laboratory and
η = 23◦ is the tilt of Earth’s axis within the SCCEF. Φ = Ω⊕T ′ gives the siderial phase
relative to T ′ = 0 when the Earth passes vernal equinox. Ω⊕ denotes the frequency of
a siderial year

Cab/Bab SME-parameters

Cdc
3
8

sin2 χκZZ
e−

− 1
4

sin2 χ[cos ηβ⊕κXZ
o+ cosφ + 2 sin ηβ⊕κXY

o+ cosφ + β⊕κY Z
o+ sinφ]

Cs1 − 1
2

cosχ sinχκY Z
e−

+ 1
2

cosχ sinχ[cos ηβ⊕κXY
o+ cosφ− sin ηβ⊕κXZ

o+ cosφ]

Cc1 − 1
2

cosχ sinχκXZ
e−

+ 1
2

cosχ sinχ[sin ηβ⊕κY Z
o+ cosφ− β⊕κXY

o+ sinφ]

Cs2
1
4
(1 + cos2 χ)κXY

e−
− 1

4
(1 + cos2 χ)[cos ηβ⊕κY Z

o+ cosφ + β⊕κXZ
o+ sinφ]

Cc2
1
8
(1 + cos2 χ)[κXX

e− − κY Y
e− ]

− 1
4
(1 + cos2 χ)[cos ηβ⊕κXZ

o+ cosφ− β⊕κY Z
o+ sinφ]

Bdc 0

Bs1 −Cc1/ cosχ

Bc1 Cs1/ cosχ

Bs2 −2Cc2 cosχ/(1 + cos2 χ)

Bc2 2Cs2 cosχ/(1 + cos2 χ)

Ck on the SME-parameters is given in Table 2. The sideband amplitudes can
be transformed to the Fourier coefficients of Table 1 using the simple relations
given in Table 3.

While for the analysis of this and other recent MM-experiments the conse-
quences of LLI-violation in the photonic sector of the SME have been considered
as modelled in [2], we note that the SME allows for an analysis of these ex-
periments including further consequences of LLI-violation which have not been
treated in [2]. In [18] we have investigated the influence of (kF )κλµν on the cavity
length, arguing that the Lorentz-violating electrodynamics necessarily leads to
a modification of the Coulomb interaction, which in turn results in a change of
the cavity length. This length is also modified as a result from LLI-violation in
the electronic sector of the SME, the implications of which we have elaborated
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Table 2. Siderial sideband amplitudes Ck and Bk according to (7) related to SME-
parameters. See Table 1 for further explanations

Ck/Bk SME-parameters

C0
3
8

sin2 χκ̃ZZ
e−

− 1
4
β⊕ sin2 χ[(cos ηκ̃XZ

o+ + 2 sin ηκ̃XY
o+ ) cosΦ− κ̃Y Z

o+ sinΦ]

C+1 − 1
4
(1 + cosχ) sinχκ̃XZ

e−
+ 1

4
β⊕(1 + cosχ) sinχ[sin ηκ̃Y Z

o+ cosΦ− κ̃XY
o+ sinΦ]

C+2
1
16

(1 + cosχ)2[κ̃XX
e− − κ̃Y Y

e− ]
− 1

8
β⊕(1 + cosχ)2[cos ηκ̃XZ

o+ cosΦ− κ̃Y Z
o+ sinΦ]

C−1 C+1
(cosχ− 1)

(cosχ + 1)

C−2 C+2
(cosχ− 1)2

(cosχ + 1)2

B0 0

B+1 − 1
4
(1 + cosχ) sinχκ̃Y Z

e−
1
4
(1 + cosχ) sinχβ⊕[cos ηκ̃XY

o+ cosφ− sin ηκ̃XZ
o+ cosφ]

B+2
1
8
(1 + cosχ)2κ̃XY

e−
− 1

8
β⊕(1 + cosχ)2[cos ηκ̃Y Z

o+ cosΦ + κ̃XZ
o+ sinΦ]

B−1 −B+1
(cosχ− 1)

(cosχ + 1)

B−2 −B+2
(cosχ− 1)2

(cosχ + 1)2

Table 3. Relation of sideband amplitudes Bk, Ck of (7) to Fourier coefficients Bab, Cab

of (5) and (6)

Cab Ck Bab Bk

Cdc C0 Bdc B0

Cs1 B+1 −B−1 Bs1 C−1 − C+1

Cc1 C+1 + C−1 Bc1 B−1 + B+1

Cs2 B+2 −B−2 Bs2 C−2 − C+2

Cc2 C+2 + C−2 Bc2 B−2 + B+2
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in [19]. A complete analysis of this experiment with respect to these further
aspects of LLI-violation is yet to be done.

4 LLI-Violation Signal According to RMS

The MM-experiment is also often interpreted according to a kinematical test
theory, formulated by Robertson [21] and Mansouri and Sexl [22] (RMS). This
test theory assumes a preferred isotropic frame Σ, commonly adopted to be
the cosmic microwave background (CMB). Within generalized transformations
between Σ and a laboratory frame S moving at velocity v relative to Σ three
test parameters (α, β, δ) are introduced. If Lorentz Invariance is valid these take
the values α = − 1

2 , β = 1
2 and δ = 0 establishing the Lorentz transformations

between Σ and S in their familiar form. Deviations from these values lead to
modifications in time dilation and to an anisotropy as well as a boost dependence
of c within S. Anisotropy of c = c(θ) is described according to

∆c(θ)/c = B v2

c2
sin2 θ(t) , (8)

where B abbreviates the parameter combination (β−δ− 1
2 ). θ is the angle between

the direction of light propagation and v. From the non rotating MM-experiment
described in [3] B has been restricted to B = (2.2 ± 1.5) × 10−9 [23].

From (8) the relative frequency change between two resonators oriented rel-
ative to v at angles θ1(t) and θ2(t) can be obtained according to

∆(ν1 − ν2)
νo

= B v2

c2
[
sin2 θ1(t) − sin2 θ2(t)

]
. (9)

To determine the explicit time dependence of this expression we refer to the
SCCEF as defined above and evaluate the relation

sin2 θi(t) = 1 −
(

v(t)ei(t)
v2

)2

, (10)

where e1(t) and e2(t) are the unit vectors along the axis of the stationary and
the rotating resonator. In the laboratory frame these are

(e1)lab =




1
0
0



 , (e2)lab =




cos 2ωrotT
sin 2ωrotT

0



 . (11)

Rotation to the SCCEF then results in

e1(t) =




cosχ cosω⊕T⊕
cosχ sinω⊕T⊕

− sinχ



 , (12)
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e2(t) =




cosχ cosω⊕T⊕ cos(ωrotT⊕ + φ) − sinω⊕T⊕ sin(ωrotT⊕ + φ)
cosχ cos(ωrotT⊕ + φ) sinω⊕T⊕ + cosω⊕T⊕ sin(ωrotT⊕ + φ)

− cos(ωrotT⊕ + φ) sinχ



 , (13)

where the phase φ accounts for the difference in timescales of T and T⊕ as
defined in section 3 and v is the velocity of the laboratory relative to the CMB.
If we only consider the constant leading term of v neglecting Earth’s orbital and
rotational boosts, its orientation in the SCCEF is given by

v(t) = v




cosα cosβ
sinα cosβ
− sinβ



 , (14)

with α = 168◦, β = −6◦ and v = 370 km/s. An evaluation of (9) using the
above expressions finally yields a signal oscillating at 2ωrot and the sidebands at
ω⊕ and 2ω⊕ which can be expressed exactly as done in (7), where the sideband
amplitudes Bk and Ck are now related to the RMS-parameter B as shown in
Table 4.

Again we can find an alternative description of this signal by rearranging it
as a signal oscillating at 2ωrot similar to expression (4), where the amplitudes
C(t) and B(t) are modulated analogous to (5) and (6). The Fourier coefficients
Bab and Cab then are related to B as stated in Table 5.

Table 4. Siderial sideband amplitudes Ck and Bk analogous to (7) related to RMS-
parameter B. v is the velocity of the laboratory relative to the CMB (neglecting Earth’s
orbital and rotational boost here). α = 168◦ and γ = −6◦ fix the orientation of v in
the SCCEF

Ck/Bk RMS-parameter B

C0
1
8
(−1 + 3 cos 2γ) sin2 χB v2

c2

C+1 − 1
4

cosα sin 2γ(cosχ + 1) sinχB v2

c2

C+2 − 1
8

cos 2α cos2 γ(1 + cosχ)2B v2

c2

C−1 C+1
cosχ− 1

cosχ + 1

C−2 C+2
(1 − cosχ)2

(1 + cosχ)2

B0 0

B+1 − 1
4

sinα sin 2γ(1 + cosχ) sinχB v2

c2

B+2 − 1
8

sin 2α cos2 γ(1 + cosχ)2B v2

c2

B−1 −B+1
cosχ− 1

cosχ + 1

B−2 B+2
(1 − cosχ)2

(1 + cosχ)2
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Table 5. Fourier coefficients Cab and Bab analogous to (5) and (6) related to the
RMS-parameter B. See Table 4 for further explanations

Cab/Bab RMS-parameter B

Cdc
1
8
(−1 + 3 cos 2γ) sin2 χB v2

c2

Cs1 − 1
4

sinα sin 2γ sin 2χB v2

c2

Cc1 − 1
4

cosα sin 2γ sin 2χB v2

c2

Cs2 − 1
4

sin 2α cos2 γ(1 + cos2 χ)B v2

c2

Cc2 − 1
4

cos 2α cos2 γ(1 + cos2 χ)B v2

c2

Bdc 0
Bs1 −Cc1/ cosχ
Bc1 Cs1/ cosχ
Bs2 −2Cc2 cosχ/(1 + cos2 χ)
Bc2 2Cs2 cosχ/(1 + cos2 χ)

5 Data Analysis

Here we present an analysis of first data collected during 15 measurement runs
of 24 h to 100 h in length taken between December 2004 and March 2005. The
data comprises 29 days in total, including about 70000 table rotations.

For the SME-analysis we can choose one of the two equivalent representations
of the LLI-violation signal described above. Here we will follow the approach that
determines the siderial time dependence of C(t) and B(t) in (4) encoded in the
2×5 Fourier coefficients Bab and Cab of (5) and (6). The procedure is as follows:
We sample the data from each measurement run into subsets of 10 table rotations
each (see Fig. 6) and to each subset we fit (4) extended in the following way :
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Fig. 6. Left: Raw data from a measurement starting February 18. and spanning 4
days. Right: A single data subset of this measurement spanning 10 rotations with least
squares fit of (15) (fitted drift and offset removed for display)
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∆ν

ν
= C cos(2ωrotT + φ) + B sin(2ωrotT + φ) + A0 + A1T

+A2T
2 + A3 cos(ωrotT + φ) + A4 sin(ωrotT + φ) . (15)

The fixed phase φ accounts for an offset in measurement time axis relative
to T = 0 as defined in Sect. 3. At the chosen subset size including a linear and
parabolic drift is sufficient to cleanly distinguish drift from signals at 2ωrot. The
components at ωrot are included to yield a proper fit in the presence of residual
systematic effects at this frequency. This procedure finally yields a distribution
of C and B values for each measurement run containing 200 pairs of values per
24 h.

In a second step we simultaneously fit the time dependence of C and B
as modelled by (5) and (6) to these distributions with the Fourier coefficients
Cab and Bab as the fit parameters (see Fig. 7). To prevent cross-contamination
between different Fourier coefficients we only consider data windows of integer
multiples of 24 h for these fits. Discarding excess measurement data is avoided
by applying a floating window, subsequently shifted by 1 h, and averaging the
results from different windows. Finally from all our measurement runs we extract
15 sets of the 2×5 Fourier coefficients Bab and Cab. These are shown in Fig. 8 and
the mean values of all 15 results on a certain Fourier coefficient are also stated,
weighted according to their fit errors. Note that a constant systematic effect at
2ωrot affects Cdc and Bdc only. Such an effect is indeed present as apparent from
the top most graphs within Fig. 8 and calls for a special consideration of Cdc

related to κZZe− .
To determine values of SME-parameters involved in these Fourier coefficients

the siderial modulation given in Table 1 has to be fitted to these distributions.
However at the current span of measurement time of 4 months such a fit does
not allow an independent determination of all parameters. To provide at least
a first estimate at the current measurement span, we have to either assume the
κ̃o+- or the κ̃e−-elements to be zero and then extract limits on the remaining
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Fig. 7. Resulting distributions for B(t) (left) and C(t) obtained from the measurement
run shown in Fig. 6. Each point is obtained from a fit of (15) to a subsample spanning
10 rotations. 800 subsamples are included in this measurement run. A least squares fit
of (5) respectively (6) is also shown. From these fits the set of 2× 5 Fourier coefficients
Bab and Cab is obtained
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Table 6. SME-parameters extracted from a fit of the relations of Table 1 to the
respective distributions of determined Fourier components Bab, Cab as shown in Fig. 8.
Note that these limits are based on the assumption of no cancellation between κ̃e− and
varying κ̃o+ terms. All κ̃e− values are ×10−16, κ̃o+ values are ×10−12

ZZ XX − Y Y XY XZ Y Z

κ̃e− this work −61.8(47.3) 0.4 (5.4) 1.1 (1.8) 4.9 (4.3) −3.7(3.9)
from [6] – −32 (46) −57 (23) −32 (13) −5 (13)

κ̃o+ this work – – −6.5 (4.3) 0.08 (2.3) 0.02 (2.7)
from [6] – – −18 (15) −14 (23) 27 (22)

elements from the respective fits. Based on this approximation we obtain the
values given in Table 6 reaching down to the low 10−16-level. Compared to the
values found by [6] this represents up to an order of magnitude improvement in
accuracy.

As stated above the Cdc component has to be devoted a special consideration.
While this coefficient is compromised by systematic effects, we observe that
these average out when considering the distribution of all 15 measurement runs,
resulting in an increased error bar only. Taking into account that the β⊕κo+-
terms can be restricted to a level of 10−15 from the remaining coefficients, this
allows us to set a limit on the component κZZe− alone of (−6.2 ± 4.7) × 10−15.

The analysis according to the RMS-framework follows the same steps per-
formed for the SME-analysis. To extract a limit on the RMS-parameter B from
the results for the Fourier coefficients Bab and Cab we perform a weighted least
squares fit of the relations of Table 5 to the data shown in Fig. 8, excluding the
component Cdc compromised by small residual systematic effects. As we neglect
siderial modulation of v this is equivalent to extracting B from a weighted average
of the coefficients of Fig. 8. This procedure finally yields B = (1.7±1.8)×10−10,
representing an improvement of a factor of eight compared to the result of [3].

6 Outlook

In conclusion, our setup applying precision tilt control proves that comparatively
high rotation rate can be achieved at low systematic disturbances. This is a major
advance compared to similar past experiments such as the one of [8] and provides
the possibility to significantly increase sensitivity of these tests to LLI-violation.
From our measurement data currently spanning 4 months we can already set
limits on several test theory parameters that are more stringent by up to an
order of magnitude compared to previous limits. The main limitation of accuracy
within our experimental setup is set by laser lock stability. To improve on this
an active vibration isolation as well as new cavities will be implemented within
the near future, which should allow us to improve laser lock stability by about
an order of magnitude. This should ultimately lead to tests of LLI-violation at
a level of 10−18.
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Fig. 8. Each graph gives the results for a certain Fourier coefficient of (5) and (6). Each
point within a graph is obtained from one of the 15 measurement runs and the error bar
gives the corresponding fit error. The mean values of all 15 results on a certain Fourier
coefficient are also stated, weighted according to their fit errors. Note the different scale
of the top graphs for Cdc and Bdc affected by small residual systematic effects
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Abstract. A test of Lorentz invariance for electromagnetic waves was performed by
comparing the resonance frequencies of two stable optical resonators as a function of
orientation in space. The crystalline resonators were operated at 3.4 K in a cryostat
employing a pulse–tube refrigerator. A new analysis yields the Robertson-Mansouri–
Sexl theory parameter combination β − δ − 1/2 = (−0.6 ± 2.1 ± 1.2) · 10−10 and one
parameter of the Standard Model Extension theory, (κ̃e−)ZZ = (−2.9 ± 2.2) · 10−14.

1 Introduction

The isotropy of space is a well-tested symmetry of nature [1]. Because it is a
foundation of today’s accepted theories of the fundamental forces it continues to
be the focus of both theoretical and experimental studies. A series of experiments
[2–4] have recently been performed with the goal of improving the limits for a
hypothetical violation. They were in part motivated by the development of an
extension of the Standard Model (SME) by Kostelecký and coworkers [5,6] that
describes Lorentz violation in a comprehensive way. This dynamical test theory
indicates that isotropy violation, if it exists, may exhibit characteristics that
differ from those of previous kinematic test theories, such as the Robertson-
Mansouri-Sexl (RMS) theory [7].

Here, we will not discuss the conceptual frameworks used to describe hypo-
thetical violations of isotropy, since this is reported in the literature and is also
treated in this Proceedings volume. In this contribution, we limit ourselves to the
description of an experiment used to perform an improved test of the isotropy
of the speed of light. The experiment has already been presented previously [8];
here we give a more detailed description and report an extension of the data
analysis.

The experiment was conceived as an actively rotated Michelson-Morley ex-
periment using ultrastable optical cavities interrogated by lasers. It was a natural
extension of our previous work with stationary resonators [3,9], but employed a
completely new apparatus, except for the sapphire optical cavities.
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The experiment consists in measuring the difference (beat) ν1 − ν2 between
the frequencies of two longitudinal modes of two orthogonal standing-wave cav-
ities as a function of orientation in space. If isotropy is violated, according to
the Robertson-Mansouri-Sexl test theory and the Standard Model extension, the
beat frequency will vary as

δ(ν1(t) − ν2(t))
ν

= 2B(t) sin 2θ(t) + 2C(t) cos 2θ(t) , (1)

where ν1 ≈ ν2 ≈ ν is the average frequency (2.8 · 1014 Hz in this experiment)
and θ(t) is the angle between one cavity’s axis relative to the south direction.

In the RMS test theory, the amplitudes 2B(t) and 2C(t) are proportional to
the parameter combination β−δ−1/2, where β, δ parametrize deviations of the
frame transformation equations from the usual Lorentz form. The explicit form
is given below.

In the SME test theory [5], each amplitude 2B(t) and 2C(t) is a linear com-
bination of eight coefficients weighted by time-harmonic factors. The amplitude
B(t) contains frequency components at 0, ω⊕, 2ω⊕, ω⊕ ± Ω⊕ and 2ω⊕ ± Ω⊕,
while C(t) contains in addition one component at the frequency Ω⊕. Here ω⊕
is Earth’s sidereal angular frequency and Ω⊕ is Earth’s orbital frequency. The
determination of the individual κ̃o+ coefficients requires the ability to resolve the
contribution of Earth’s orbital motion in order to discriminate between modu-
lation frequencies differing by Ω⊕. Thus a measurement extending over at least
1 year is necessary. However, in this experiment we concentrated on a single
parameter, (κ̃e−)ZZ , and using previous results for the remaining parameters, it
was possible to obtain a result within a much shorter measurement time.

2 Experimental Setup

An overall view of the experimental setup is shown in Fig. 1. The whole setup was
actively rotated by a computer-controlled precision ball bearing turntable. The
turntable itself rested on an optical table (3 m × 1.5 m) that was not floated. An
octagonal base plate mounted on the turntable carried most of the components,
except for the vacuum forepump, the Helium compressor, and a synthesizer. The
cryostat was attached via columns to a plate that could be rested on top of a rack
mounted on the base plate. Cryostat and plate could be removed from the rack
for opening. On the plate the rotary valve and its driver, temperature controllers,
dataloggers, synthesizers and power supplies were installed. The servo systems
for the cavity frequency locks and the laser power stabilizations were mounted
on the sides of the rack. The laser systems, enclosed by boxes, were located on
a breadboard placed on the octagonal base plate. The beat frequency detector
was contained in one of the boxes. Thermal insulation (not shown in the figure)
was used to shield several of the components of the setup.
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Fig. 1. The experimental setup. The turntable is located under the octagonal base
plate and is not visible in the photograph. See text for details

2.1 The Cryogenics

The cryostat is sketched in Fig. 2. Cooling was implemented by a two-stage
pulse-tube cooler [10] (Transmit GmbH), using high pressure (18 bar) Helium
as working medium. The first stage had a high cooling power (6 W at 50 K) and
reached a temperature of approx. 41 K, while the second had a lower cooling
power (approx. 0.2 W at 3 K) but was able to reach a minimum temperature of
about 2.2 K without load, and 3.2 K when loaded with the experimental set-
up used for this experiment. The cooler was driven by a water-cooled Helium
compressor (Leybold) with 6 kW power consumption. A significant advantage
of this novel cooler type compared to standard cryocoolers is the absence of
moving parts inside the cryostat; only the He gas moves within the cryostat,
under periodically modulated pressure. Mechanical motion was, however, present
in the rotary valve on the top plate. As a consequency, the displacement of the
resonators was modulated at the rotary valve frequency, with an amplitude of
approx. 1µm vertically and horizontally, as determined from the propagation of
the laser beam exiting the cavities.

An optical cryostat was used, containing three free-space optical access ports:
two half-inch diameter windows for horizontal access and an additional window
located at the bottom (not used here). Anti-reflection-coated BK7 was used
as window material. To avoid backreflections, the windows’ normals are angled
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Fig. 2. Cut–away schematic of the cryostat with internal components (not to scale).
Height and diameter of the vacuum housing are 90 and 40 cm, respectively. Only one
resonator is shown

with respect to the beam direction. The lateral ports were used during the laser
alignment and frequency lock phases to identify the cavity modes excited by the
lasers.

A copper heat shield (thermal screen) was attached to the first stage cold
plate. To improve shielding from the 300 K vacuum can, it also contained angled
windows. The space available below the second stage cold plate was about 30 cm
in height and 30 cm in diameter. The experimental assembly consisted of an
upper plate, four columns, and a bottom optical bench plate, all made of copper,
rigidly connected together. It was attached to the top flange by 3 hollow stainless
steel rods of 40 cm length, which were heat sunk to the first stage cold plate
but not to the second stage cold plate [11]. Copper mesh provided the thermal
link between the experimental assembly and the second stage cold plate. The
assembly was thermally shielded by superinsulation foils.

A turbo pump was used to continously evacuate the chamber. The top flange
of the cryostat contained twelve KF flanges that were used for electrical signal
and optical fiber vacuum feedthroughs.

After evacuation of the cryostat, the cool-down time to 3.2 K was about 12
hours.

On a timescale of 10 min, the temperature of the first stage varied by less than
0.1 K. On the optical bench plate, where the cavities are located, the variations
were significantly lower, with a 4 mK short-time (10 s) temperature instability
and 50 mK instability over long times (10 h). These variations came from (small)
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Fig. 3. Schematic of the opto-electronic system. Two Nd:YAG lasers (1064 nm) are
frequency-locked to two sapphire optical resonators located in the cryostat. The beams
are fed to the resonators via optical fibers. Acousto-optic modulators (AOM), stabi-
lize the power of the beams fed to the resonators. DBM: doubly-balanced mixer; BS:
beam splitter; PD: photodiode; FC: fiber coupler, PZT: piezoelectric frequency control
actuator; T: temperature control of the laser crystal

instabilities of the pulse-tube cooler itself, and from a dependence of the temper-
ature of the cold stages on the ambient temperature. To reduce these variations,
the temperature of the resonators was kept stable at a value slightly above the
second stage temperature by active temperature control. A combination of a
heater attached to the underside of the optical bench plate, equidistant from the
two optical resonators, and a high sensitivity thin film sensor fixed to one res-
onator housing, together with a commercial digital temperature controller was
used, and kept the temperature constant at 3.4 K.

2.2 The Optics Setup

An overview of the functional parts of the laser and resonator system is shown
in Fig. 3, and the components on the optics base plate are shown in Fig. 4.

The two optical resonators are made of pure sapphire (Al2O3) [12]. Each con-
sists of a 3 cm long cylindrical spacer with inner diameter 1.0 cm, outer diameter
2.6 cm, and crystal c-axis parallel to the cylinder axis. The sapphire mirrors have
1 m radius of curvature and are optically contacted to the spacer. A small hole
perpendicular to the cavity axis serves for evacuation. The mirrors are coated
for high reflection at 1064 nm. These resonators were already used for relativity
tests [3,9,13,14]. The linewidths of the two resonators were 100 kHz at the time
of the experiment.

Sapphire was chosen because of its very low thermal expansion coefficient at
cryogenic temperature and its low dimensional drift [13]. For dielectric crystals,
the thermal expansion is due solely to phonons and therefore the expansion co-
efficient drops as T 3 as the temperature T approaches zero. For sapphire the
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Fig. 4. View of the main cryogenic optical components located on the optics bench
plate, without electrical cables and optical fibers. The resonator housings shown were
later replaced by gold–plated copper housings

value at 3.4 K is approx. 8 · 10−11 K−1 [15]. We note, however, that the effec-
tive expansion coefficient of a mounted cavity can differ substantially, because
it also involves the interaction of the resonator with its holder. Thus, in past
experiments we have found zero crossings of the thermal expansion coefficient
at 3 K [16].

In the present setup, the two resonators were mounted in two housings made
of invar and coated with a 5 µm thick gold layer. Gold was used to obtain good
contact between the resonators and their housings. The resonators were then
fixed to the housing using thin copper straps. The straps were not strongly
tightened, to avoid squeezing the resonators because of contraction of the straps
during cool-down.

The laser beams were transported to the cavities via two 4 m long polarization-
maintaining single-mode fibers with 8◦ angled fiber ends (to avoid back reflec-
tions and miminize etalon effects). The fiber ends were connected to fiber cou-
plers containing short focal length lenses and rigidly attached to the optical
base plate. For each laser beam, two adjustable vacuum compatible stainless
steel mirror mounts deflected the light toward a 90% reflection/10% transmis-
sion beam splitter placed just before the cavity. The light directly reflected from
the beam splitter reached a 2 mm diameter InGaAs photodiode that provided
the signal for power monitoring and stabilization. The transmitted light was re-
flected by the cavity, then partially by the beam splitter and was sent to another
photodetector of the same type to provide the signal for frequency locking.

The alignment of the laser beams was done at room temperature with the
cryostat open. After cooling, the lasers were locked to the TEM00 modes, which
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could be identified with the help of CCD cameras that monitored the cavity light
leaving the cryostat through the windows. The coupling efficiency was typically
10% at room temperature. The efficiency was reduced by a factor 2 in the cold
state due to differential thermal contraction effects.

Two diode-pumped monolithic non-planar ring oscillator Nd:YAG lasers
emitting 200 mW at 1064 nm were used. The power fed into the fibers was
about 1.5 mW. The Drever-Hall reflection locking scheme was used [17]. The
lasers were phase modulated at frequencies of 300 kHz via the piezoelectric actu-
ators acting on the laser crystals [18]. The error signals had typical SNR > 10 in
a bandwidth of 100 kHz after amplification. They were processed by respective
analog servos, each employing a loop for the laser piezoelectric actuator (unity
gain coefficient at about 15 kHz) and a slow loop for laser crystal temperature
control. The accuracy of the servo electronics was better than 0.1 Hz at 100 s
integration time.

The power of each laser beam incident on the cavities was about 50 to 100 µW
and was actively stabilized to a relative level of 1 · 10−4 using an acousto-optical
modulator (AOM) placed before the fiber outside the cryostat. The AOMs also
served as optical isolators.

On the laser breadboard, two parts of the laser beams were superimposed
on a fast photodiode, producing a heterodyne signal at the beat frequency ν1 −
ν2, about 700 MHz. This frequency was mixed down with a synthesizer to a
frequency of about 10 MHz, to exploit the higher accuracy of the counter at
lower frequencies. Both synthesizer and frequency counter were phase-locked to
the 5 MHz output of a hydrogen maser.

3 Characterization of the Setup

After cool-down, the beat frequency initially exhibited a drift on the order of
1 Hz/s. After 2 months, this was reduced to 0.02 Hz/s. Our following discussion
refers to this stable regime of operation.

A main characteristic of the apparatus, the frequency instability of the beat,
is shown in Fig. 5. The root Allan variance (RAV) exhibits a peak at about 7 s.
This is due to the modulation of the beat frequency by the pulse-tube cooler
with peak-peak amplitude of about 400 Hz. Although the cooler has a mechan-
ical frequency at 1.1 Hz, this frequency was aliased to a lower frequency by the
1 s sampling time of the frequency counter. The minimum RAV (7 · 10−15) is
attained at τ = 20− 30 s. At the half-period of the rotation, 300 s, the RAV has
increased to 1.4 · 10−14. The main reasons for this level appear to have been due
to a low signal-to-noise ratio of the error signal and to the presence of mechan-
ical/thermal noise from the cooler components and from the laboratory. These
RAV values are about an order of magnitude higher than those obtained for the
same integration time in the previous, nonrotating, experiment using these res-
onators [3]. However, for the purpose of the isotropy test the relevant integration
time was τ = 12h in the latter experiment, for which the instability was higher
than that at 300 s, relevant in the present experiment.
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Fig. 5. Root Allan variance of beat frequency under rotation (without tilt correction
and temperature decorrelation). Upper curve: from raw data including drift; lower
curve: after removal of the drift (approx. 0.02 Hz/s) from raw data. The time record is
the same as in Fig. 7, left

3.1 Laser Power

The dependence of the TEM00 resonance frequencies on the power of the beam
impinging on the resonators could reliably be measured only for relatively large
power changes (> 5 µW) and was dependent on the mode-match efficiency. For
the resonator with the larger sensitivity, a conservative upper limit is 50 Hz/µW.
For the power levels reaching the cavities and the relative power instability given
above, this implies an influence of the residual power fluctuations of not more
than 0.5 Hz (1.8 ·10−15).

3.2 Tilt of the Resonators

The sensitivity of the beat frequency on the orientation of the cryostat was
measured.

The experiment was operated on an optical table that was not floated but was
supported by a metal frame. The lengths of the feet of the frame could be changed
by acting on screws. Before each run, the tilt sensitivities were determined by
measuring the frequency shift as function of the inclination of the cryostat in two
orthogonal directions. To this end, the leg screws were turned and the orientation
of the optical table as a whole was changed. The resulting cryostat inclination
was measured by a sensitive two-axis tilt-sensor attached to the plate that holds
the cryostat. The resolution of the tilt sensor was 0.1 µrad. The tilt sensor output
showed a small dependence on the temperature, but this effect was suppressed
by a passive temperature insulation.

We measured a sensitivity of about 0.06 Hz/µrad for tilts around two axes
parallel to the resonator axes. Typically, the peak-to-peak tilt variation during
rotation was 80 µrad, corresponding to 5 Hz beat modulation. Because of this
magnitude, the tilt effects were taken into account in the data analysis.
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3.3 Temperature Sensitivities

We measured the dependence of the beat frequency on the temperature of the
optical bench by changing the set-point of the temperature controller. The tem-
perature was measured using a Cernox sensor (Lakeshore), connected to the
housing of one of the two cavities. Because of the high thermal conductivity of
the bench the temperature difference between the two resonators is expected
to be very small. The temperature sensitivity was 1.5 Hz/mK. This is equiv-
alent to a thermal expansion coefficient difference between the two cavities of
5.3 · 10−12/K, a value 15 times lower than the nominal expansion coefficient of
sapphire at the same temperature.

The typical residual temperature variation correlated with rotation are 0.15
mK peak-to-peak, leading to an influence on the beat frequency of 0.2 Hz (0.8 ·
10−15). The instability of the temperature of the optical bench for various time
scales is shown in Fig. 6.

Ambient and cryostat component temperatures did have a significant effect
on the beat frequency.

The sensitivity of the beat frequency to changes of the temperature in the
lab was measured by acting on the air conditioning system. A sensitivity of ap-
prox. 75 Hz/K was measured. We did not observe any strong correlation between
the lab temperature and the temperature of the optical bench cold plate. When
the lab temperature was modulated so as to give 40 Hz beat modulation, the
cold plate temperature’s peak-peak amplitude was smaller than 0.3 mK, corre-
sponding to a calculated beat frequency modulation of less than 0.5 Hz. Thus,
it appears that the observed temperature sensitivity of the beat frequency was
due to the thermal sensitivity of the fibers. Temperature changes affected their
optical path length and in the presence of residual amplitude modulation and
spurious etalons the laser frequency lock point changed. The fiber temperature
is influenced both directly by the ambient temperature (detectable by heating

Fig. 6. Root Allan variance of the (actively stabilized) temperature measured near one
of the resonators. Full line: with rotations: the plateau at 300 s is due to a (residual)
modulation correlated with rotation. The time record is the same as in Fig. 7. Dashed
line: from a record without rotations
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the fibers locally) and by their contact to various parts of the cooler inside the
cryostat, whose temperatures also changed with ambient temperature and cooler
operating conditions.

Typical temperature variations measured at the top of the cryostat during
one rotation were as low as 25 mK peak-peak after improvements in the tem-
perature insulation of the setup, corresponding to a 2 Hz peak-to-peak effect
assuming the above temperature sensitivity.

In order to characterize to what extent the various temperature variations
induced beat frequency variations, we analyzed the correlations. The monitored
temperatures were two laboratory temperatures measured at the top and bottom
of the cryostat, four temperatures on different cooler components inside the
cryostat and the temperature of one resonator holder. A linear regression analysis
showed that there are strong correlations between these parameters and the beat
frequency. Figure 7 shows an example of this analysis. As can be seen, the slow
variations of the beat frequency with respect to a nearly constant drift are to a
large extent removed.

Fig. 7. Influence of temperature variations. Left: decorrelation of a 70 ks long beat
frequency data set; right: decorrelation of a 10 ks subset starting at 50 ks. Dark gray:
beat frequency, after subtraction of linear and quadratic drift and correction for tilts.
Black: Linear combination of seven temperature traces that best fits the corrected
beat frequency. Light gray (bottom traces): residuals, offset for clarity. During this
measurement, the apparatus was rotated. Traces are averaged over 21 s

A summary of the systematic effects is given in Table 1. Not included are
sensitivities to the temperatures of individual refrigerator components, since they
could not be measured.

4 Data Collection and Analysis

A computer-controlled rotation stage rotated the cryostat over a range of 90◦.
The total range accessible was limited to a value slightly above this by the He
pressure lines connecting the pulse-tube cooler with the stationary compressor.
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Table 1. Characterized systematic effects. The column “Inst/mod” lists the measured
parameter instability on the timescale of the rotation half-period or the peak-peak
modulation. The column “Systematic” is the product of the first column and the sen-
sitivity coefficient. The estimates of the systematics are indicative, since we do not
distinguish between angular variations of type cos θ, sin θ and cos 2θ, sin 2θ, the two
latter types being the relevant ones for the isotropy test

Effect Inst/Mod Sensitivity Systematic Relative

Tilt 50 µrad 0.06 Hz/µrad 3 Hz 1.1 · 10−14

Ambient temperature 0.025 K 75 Hz/K 2 Hz 0.7 · 10−14

Resonator temperature 150 µK 1.5 Hz/mK 0.2 Hz 0.8 · 10−15

Laser power 10 nW 50 Hz/µW 0.5 Hz 1.8 · 10−15

The period of rotation was chosen as 600 s. Shorter periods led to a significant
shaking of the cryostat and were therefore not used.

Two synchronized computers collected the data. One computer controlled the
rotation angle and rotation speed of the experiment, recorded the beat frequency
and the temperature of the optical resonators, by means of a program written in
LabView. Sampling time was 1 s. The second computer recorded the cryostat tilt
angles, and several temperatures as mentioned above. The tilt and temperature
values were used in the data analysis as explained below.

The data discussed here was obtained after about two years of testing and
improvements on the whole system. Test runs performed initially typically ex-
hibited significant drifts of properties of the apparatus, such as cooler internal
temperatures. After minimizing these variations, we succeeded in obtaining sta-
ble operation.

For data analysis, the (aliased) beat frequency modulation was removed from
the data by filtering in the Fourier domain, and the sum of the tilt angles mul-
tiplied by the respective tilt sensitivities was subtracted. Decorrelation of the
temperatures was then performed, if desired.

The beat frequency in each interval θ = [0◦; 90◦; 0◦] (labeled by i) was least-
squares fitted with the three-parameter function

ait + 2B(ti) sin 2θ(t) + 2C(ti) cos 2θ(t) , (2)

where the coefficient ai quantifies a linear drift that may vary from rotation to
rotation. An example of an analysis of a single rotation is shown in Fig. 8. The
obtained amplitude sets {2B(ti)}, {2C(ti)} are then analyzed according to the
Robertson-Mansouri-Sexl test theory and the Standard Model Extension.

4.1 Analysis in the RMS Framework

It can be shown [8] that according to the RMS test theory, the amplitudes of
the beat frequency modulation with angle are given by
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Fig. 8. Beat frequency as a function of rotation of the apparatus. Gray dots: tilt-
corrected beat frequency, cooler-induced modulation removed, no averaging, 1 s sam-
pling time; gray line: fit of beat frequency according to (2) with values 2Cν =
−0.76 ± 0.18 Hz, 2Bν = −0.02 ± 0.41 Hz; black line: angular position

2B(t) = (1/2 − β + δ)(v2/c20)(γ3 cosω⊕T⊕

+γ4 cos 2ω⊕T⊕ + σ3 sinω⊕T⊕ + σ4 sin 2ω⊕T⊕) , (3)

2C(t) = (1/2 − β + δ)(v2/c20)(γ0 + γ1 cosω⊕T⊕

+γ2 cos 2ω⊕T⊕ + σ1 sinω⊕T⊕ + σ2 sin 2ω⊕T⊕) , (4)

where the constants are defined in Table 2.
T⊕ is the time since the beginning of the data plus an offset that accounts for

a time difference since the coincidence of the lab’s y axis with the Ŷ axis of the
Sun-centered system [5]. The y axis is parallel to one cavity axis when in the 0◦

position. The direction of the Sun’s velocity v relative to the cosmic microwave
background is given by the right ascension Φ = 168◦ and the declination Θ =
−6◦.

In order to provide an analysis similar to that of [19, 20], we consider a
measurement interval extending over 183 hours that contained 940 rotations
(after removal of a small number of outliers), grouped in 5 sets. Only the tilt
correction was implemented and each set was fitted with the functions (3) and
(4) plus additional contributions bsyst + b′systti and csyst + c′systti that model

Table 2. The values of γi and σi appearing in (3) and (4)

γ0 = 1
4

sin2 χ(3 cos2 Θ − 1)
γ1 = 1

2
cosΦ sin 2Θ sin 2χ σ1= γ1 tanΦ

γ2 = 1
4

cos 2Φ cos2 Θ(cos 2χ− 3) σ2 = γ2 tan 2Φ
γ3 = σ3 tanΦ σ3 = cosΦ sinχ sin 2Θ
γ4 = −σ4 tan 2Φ σ4 = cos2 Θ cosχ cos 2Φ

0 100 200 300 400 500 600
time since begin of rotation s

20

10

0

10

20

30

be
at

fr
eq

ue
nc

y
ch

an
ge

H
z

an
gl

e
3

de
g



A Precision Test of the Isotropy Speed of Light 413

systematic effects. The individual sets yield the following values and standard
errors for β − δ − 1/2: {(5.5, 5.0), (7.2, 9.0), (−8.3, 3.7), (5.7, 4.5), (−2.6, 3.9)} ·
10−10. The overall result is

β − δ − 1/2 = (−0.6 ± 2.1 ± 1.2) · 10−10 , (5)

where the first error is statistical and the second error reflects the uncertainty in
the experimentally determined tilt sensitivities and an estimate of the influence
of laser power variations.

4.2 SME Test Theory

Considering that the time span over which data was taken was significantly less
than one year, the main goal of the data analysis within the SME model was the
determination of a value for (κ̃e−)ZZ . The results of the cryogenic microwave
experiment [4] found the elements of (κ̃e−) (except for (κ̃e−)ZZ) and the elements
of β⊕(κ̃o+) to be at most several parts in 10−15 in magnitude. If we assume these
elements to be zero, we can use the result for 2C only to determine (κ̃e−)ZZ ,

(κ̃e−)ZZ =
4〈2C〉
3 sin2 χ

. (6)

For the set of rotations under the most stable conditions (of 76 hours duration,
also considered in [8]) the average is 〈2Cν〉 = −2.4Hz with a sample stan-
dard deviation of 1.9 Hz, and 〈2Bν〉 = 0.8Hz, with a sample standard deviation
2.6 Hz. In this analysis, the frequency data was also decorrelated with respect
to the temperature data, whereby data intervals of 10 ks were decorrelated in-
dividually, in order to allow for changing environmental conditions. Without
decorrelation of the temperatures the values are, in the same order, (−3.3 Hz,
2.3 Hz) and (2.8 Hz, 2.4 Hz) [8].

We used the large number of rotations performed under different experimen-
tal conditions to estimate the uncertainty in 2C due to (identifiable) systematic
effects at 1.8 Hz. This includes the errors due to the uncertainty of the tilt coef-
ficients and due to laser power variations. This results in1

(κ̃e−)ZZ = (−2.9 ± 2.2) · 10−14 , (7)

where the uncertainty is dominated by the systematic effects.

5 Conclusions

The experiment described in this work was performed in order to improve the
previous rotating laser experiment by Brillet and Hall, exploiting some of ad-
vances in laser stabilization techniques developed since. Our experiment yielded a
1 In [8], a factor 2 was inadvertently omitted when calculating (κ̃e−)ZZ from 2C.
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significant improvement. Similar to their experiment, a strong limit for β−δ−1/2
required exploiting the modulation by Earth’s rotation. At the same time the
present experiment provided an approach to the task of measuring (κ̃e−)ZZ with
high accuracy (a weaker limit on this quantity can also be extracted from the
experiment of Brillet and Hall).

Limitations of the experiment were the sensitivity of the optical path length
to temperature, and the limited laser lock quality as a consequence of the rela-
tively weak cavity throughput. This made the beat frequency more sensitive to
optical path length variations. In addition, a certain level of mechanical noise
was present. In an upgraded experiment, obvious improvements are resonators
of higher finesse and throughput, optical path length stabilization, and rotations
with shorter period and lower tilt modulation.

In discussing a “null” experiment, it may be argued that a nonzero value of
the measured parameter may have been (partially) canceled by an unknown sys-
tematic effect, so that the bounds provided by an experiment may be questioned.
We emphasize the importance of the fact that three experiments [8,19,20] have
recently been reported whose results are consistent with each other. Because they
were performed by independent groups with different techniques, it is unlikely
that they all exhibit a strong cancellation between the respective systematics
and a substantial nonzero value of (κ̃e−)ZZ .
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13. R. Storz, C. Braxmaier, K. Jäck, O. Pradl, and S. Schiller. Ultrahigh long-term
dimensional stability of a sapphire cryogenic optical resonator. Opt. Lett., 23:1031,
1998.

14. H. Müller, C. Braxmaier, S. Hermann, O. Pradl, C. Lämmerzahl, J. Mlynek,
S. Schiller, and A. Peters. Testing the foundation of relativity using cryogenic
optical resonators. IJMPD, 11:1101, 2002.

15. M. Lucht, M. Lerche, H.C. Wille, Y.V. Shvyd’ko, H.D. Rüter, E. Gerdau, and
P. Becker. Precise measurement of the lattice parameters of α-Al2O3 in the tem-
perature range 4.5-250 K using the Mössbauer wavelength standard. J. Appl.
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1 Introduction

The Einstein Equivalence Principle (EEP) is a founding principle of relativity [1].
One of the constituent elements of EEP is Local Lorentz Invariance (LLI), which
postulates that the outcome of a local experiment is independent of the veloc-
ity and orientation of the apparatus. The central importance of this postulate
has motivated tremendous work to experimentally test LLI. Also, a number of
unification theories suggest a violation of LLI at some level. However, to test for
violations it is necessary to have an alternative theory to allow interpretation of
experiments [1], and many have been developed [2–7]. The kinematical frame-
works (RMS) [2,3] postulate a simple parameterization of the Lorentz transfor-
mations with experiments setting limits on the deviation of those parameters
from their values in special relativity (SR). Because of their simplicity they have
been widely used to interpret many experiments [8–11]. More recently, a general
Lorentz violating extension of the standard model of particle physics (SME) has
been developed [6] whose Lagrangian includes all parameterized Lorentz violat-
ing terms that can be formed from known fields.

This work analyses rotating laboratory Lorentz invariance experiments that
compare precisely the resonant frequencies of two high-Q factor (or high finesse)
cavity resonators. High stability electromagnetic oscillatory fields are generated
by implementing state of the art frequency stabilization systems with the narrow
line width of the resonators. Previous non-rotating experiments [10,12,13] relied
on the rotation of the Earth to modulate putative Lorentz violating effects. This
is not optimal for two reasons. Firstly, the sensitivity to Lorentz violations is
proportional to the noise of the oscillators at the modulation frequency, typi-
cally best for periods between 10 and 100 seconds. Secondly, the sensitivity is
proportional to the square root of the number of periods of the modulation sig-
nal, therefore taking a relatively long time to acquire sufficient data. Thus, by
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rotating the experiment the data integration rate is increased and the relevant
signals are translated to the optimal operating regime [14].

In this work we outline the two most commonly used test theories (RMS
and SME) for testing LLI of the photon. Then we develop the general frame-
work of applying these test theories to resonator experiments with an emphasis
on rotating experiments in the laboratory. We compare the inherent sensitivity
factors of common experiments and propose some new configurations. Finally
we apply the test theories to the rotating cryogenic experiment at the University
of Western Australia, which recently set new limits in both the RMS and SME
frameworks [15]. Note added: Two other concurrent experiments have set some
similar limits [16,17].

2 Common Test Theories
to Characterize Lorentz Invariance

The most famous test of LLI (or the constancy of the speed of light) was that con-
ducted by Michelson and Morley in 1887 [18] with a rotating table and a Michel-
son interferometer. In actual fact, the theoretical framework used by Michelson
and Morley was not a test of LLI, since the concept did not exist at the time, but
that of an aether drift. The relative motion of the apparatus through the aether
was thought to induce a phase difference between the arms of the interferome-
ter (and hence an interference pattern) depending on the orientation. Thus, as
the Earth moved from one end of its orbit to the opposite end, the change in
its velocity should be a detectable value. Michelson and Morley found no fringe
shifts due to Earth motion around the sun and reported a null result. Since the
Michelson Morley experiment, there have been many other types of experiments
devised to test the validity of SR and the constancy of light. However, to in-
terpret these experiments one must formulate an alternative test theory, and in
this section we outline two of the most commonly used.

2.1 Robertson, Mansouri, Sexl Framework

A simple kinematic test theory that has been widely used is that of Robertson,
Mansouri and Sexl (RMS) [2, 3], where time standards (“clocks”) and length
standards (“rods”) are considered without taking into account their underlying
structure. This framework postulates a preferred frame Σ(T,X) which satisfies
LLI, and a moving frame S(t,x), which does not. The prime candidate for the
preferred frame is taken as the Cosmic Microwave Background (CMB), since
any anticipated non-symmetries are expected to arise from Planck-scale effects
during the creation of the universe. In this framework we analyse the Poynting
vector direction of the electromagnetic signal with respect to the velocity of the
lab through the CMB.

The normal Lorentz Transformations for a boost in the x direction are ex-
pressed in a special form below (where c is the speed of light in the Σ frame):
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dT =
1
a

(
dt +

vdx

c2

)
; dX =

dx

b
+

v

a

(
dt +

vdx

c2

)
; dY =

dy

d
; dZ =

dz

d
; (1)

Here we take a Taylor expansion for a, b and d of the form: a ≈ 1 + αv2/c2 +
O(c−4); b ≈ 1 + βv2/c2 + O(c−4); d ≈ 1 + δv2/c2 + O(c−4). Recalling that
γ = 1√

1−v2/c2
from Special Relativity (SR), we see that SR predicts α = −1/2

and β = 1/2. Since SR predicts no contraction in directions orthogonal to a
boost, it also predicts that δ = 0. Thus, the RMS parameterizes a possible
Lorentz violation by a deviation of the parameters (α, β, δ) from the SR values
(− 1

2 ,
1
2 , 0).

By manipulating (1) to form the infinitesimals in the S frame, we can separate
the equation into a boost term (β − α − 1), anisotropy term (δ − β + 1

2 ) and
time dilation parameter α+ 1

2 . Thus, a complete verification of LLI in the RMS
framework [2,3] requires a test of (i) the isotropy of the speed of light (measuring
PMM = δ − β + 1

2 ), a Michelson-Morley (MM) experiment [18], (ii) the boost
dependence of the speed of light (measuring PKT = β − α − 1), a Kennedy-
Thorndike (KT) experiment [19] and (iii) the time dilation parameter (measuring
PIS = α + 1

2 ), an Ives-Stillwell (IS) experiment [20, 21]. Rotating experiments
may be considered Michelson-Morley experiments and only measure PMM , so in
this section we restrict ourselves to these types of measurements.

Assuming only a MM type Lorentz violation, and setting ds2 = c2dT 2 −
dX2 − dY 2 − dZ2 = 0 in Σ, and transforming according to (1) we find the
coordinate travel time of a light signal in S becomes;

dt =
dl

c

(
PMM × sin2θ

v2

c2

)
+ O(c−4) (2)

where dl =
√

dx2 + dy2 + dz2 and θ is the angle between the Poynting vector
and the velocity v of S in Σ. For a modern MM experiment that measures
the difference frequency between two resonant cavities, the fractional frequency
difference may be calculated from (2) in a similar way to [11] to give:

∆ν0

ν0
=

PMM

2πc2

[∮ (
v.̂Ia(qa)

)2

dqa −
∮ (

v.̂Ib(qb)
)2

dqb

]
(3)

Where Îj(qj) is the unit vector in the direction of light propagation (Poynting
vector) of each resonator (labeled by subscripts a and b), and qj is the variable
of integration around the closed path coordinates of the Poynting vector of each
resonator.

To calculate the relevant time dependent expressions for v, velocities are
transformed to a geocentric non-rotating (with respect to distant stars) reference
frame (denoted as the MM-frame) centered at the center of mass of the Earth
with its z-axis perpendicular to the equator, pointing north, the x-axis pointing
toward 11.2h right ascension (aligned with the equatorial projection of u defined
below). A pictorial representation of the frame is shown in Fig. 1. Classical
(Galilean) transformations for the velocities and sin2θ are sufficient as relativistic
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Fig. 1. This frame is an Earth-centered frame in which the spin axis of the earth is
the z-axis, and the velocity of the Sun with respect to the CMB is defined to have no
component in the y direction. Thus, the Earth is spinning at the sidereal rate within
this frame, and the angle θ is shown pictorially, but in general is a function of position
and time as the Earth spins and the experiment rotates

terms are of order O(c−2) and therefore give rise in (2) to terms of order O(c−5).
We consider two velocities, the velocity of the sun with respect to the CMB u
(declination −6.4◦, right ascension 11.2 h) and the orbital velocity of the Earth
vo. Velocities due to the spinning of the Earth and laboratory are much smaller
and do not impact on the calculations and may be ignored. Thus, the sum of the
two provide the velocity of the laboratory in the universal frame to be inserted
in (3). In the MM-Earth frame, the CMB velocity is:

u = u




cosφµ

0
sinφµ



 (4)

where u ≈ 377 km/s and φµ ≈ −6.4◦. To calculate the orbital velocity we first
consider the Earth in a barycentric non-rotating frame (BRS) with the z-axis
perpendicular to the Earth’s orbital plane and the x-axis pointing toward 0◦ right
ascension (pointing from the Sun to the Earth at the moment of the autumn
equinox).

vBRSo = vo




−sinλ0

cosλ0

0



 (5)

where vo ≈ 29.78 km/s is the orbital speed of the Earth, and λ0 = Ω⊕(t − to)
with Ω⊕ ≈ 2.0 10−7rad/s the angular orbital velocity and t− t0 the time since
the autumnal equinox. We first transform to a geocentric frame (GRS) that has
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its x-axis aligned with the BRS one but its z-axis perpendicular to the equatorial
plane of the Earth

vGRSo =




vxBRSo

vyBRSo cosε− vzBRSo sinε
vyBRSo sinε + vzBRSo cosε



 (6)

where ε ≈ 23.27◦ is the angle between the equatorial and orbital planes of the
Earth. We then transform to the MM-Earth frame:

vo =




vxGRSo cosαµ + vyGRSo sinαµ
−vxGRSo sinαµ + vyGRSo cosαµ

vzGRSo



 (7)

where αµ ≈ 167.9◦ is the right ascension of u. Summing the two velocities from
(4) and (7) we obtain the velocity of the lab with respect to the “universe rest
frame”, transformed to the MM-Earth frame

v =




ucosφµ + vo(−sinλ0cosαµ + cosλ0sinαµcosε)

vo(sinλ0sinαµ + cosλ0cosαµcosε)
usinφµ + vocosλ0sinε



 . (8)

Substituting in the numeric values gives an orbital velocity of (in m/s);

v =




374651 + 5735 cos(λ0) + 29118 sin(λ0)

−26750 cos(λ0) + 6242 sin(λ0)
−42024 + 11765 cos(λ0)



 . (9)

The last calculation to make is the time dependence of the the unit vector l̂
along the direction of light propagation, which will depend on the configuration
of the experiment, including the type of resonator and whether it is rotating
in the laboratory or not. In Sect. 5 we calculate this dependence for a specific
experiment, which uses WG modes rotating in the laboratory.

2.2 Standard Model Extension

The Standard Model Extension (SME) [6] conglomerates all possible Lorentz-
Violating terms and incorporates them in a framework, which is an extension of
the Standard Model of Particle Physics. There are numerous Lorentz-violating
terms per particle sector (i.e. fermions, bosons and photons). However in this
work we are restricted to the so called minimal “photon-sector”, which only
includes 19 terms. The SME adds additional terms to the Lagrangian of the
Standard Model for photons. Where as the standard Lagrangian was simply:

L = −1
4
FµνFµν (10)

Under the SME, it becomes [7]:
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L = −1
4
FµνFµν −

1
4
(kF )κλµνFκλFµν +

1
2
(kAF )κεκλµνAλFµν (11)

where Aλ is the 4-potential. The (kAF )κ terms have the dimensions of mass, and
are the CPT odd terms [22]. It is argued in [6] that these should be zero because
they induce instabilities as they are non-negative in the Lagrangian. There are
also astronomical measurements [7] which place stringent limits on kAF . From
here on these terms are set to zero.

On the other hand, the (kF )κλµν terms are CPT even, dimensionless and
have 19 independent terms out of the 256 possible combinations of κ, λ, µ and
ν. Out of these independent Lorentz violating terms, 10 combinations have been
analysed using astrophysical polarisation tests and have an upper-limit of 2 ×
10−32 [7]. This limit is many orders of magnitude less than what is expected from
laboratory experiments, so these terms are set to zero to simplify the calculations
and to remain consistent with previous results.

We can derive the equations of motion for this system by minimising the
action given by (11), using variational techniques and the definition Fµν ≡
∂µAν − ∂νAµ and Aµ ≡ (φ,A). These equations are similar to those of a
Maxwellian model in anisotropic media instead of a vacuum. In order to ex-
press these in a convenient form, we form linear combinations of the CPT even
term. These are given below [7]:

κDE
jk = −2(kF )0j0k;κHBjk =

1
2
εjpqεkrs(kF )pqrs;

κDB
jk = −κHE

kj = (kF )0jpqεkpq. (12)

The dynamics of the model can be described in terms of equivalent B, E, H and
D fields [7, 11] in a vacuum using the matrices in (12):

(
D
H

)
=




ε0(1 + κDE)

√
ε0
µ0

κDB
√

ε0
µ0

κHE µ−1
0 (1 + κHB)




(

E
B

)
(13)

Note that (13) is rank 6, as the κ matrices are rank 3 as defined in (12). The
standard Maxwell equations in a vacuum are recovered if these κ matrices are
set to zero.

Thus the effect of the SME in the photon-sector can be interpreted as intro-
ducing medium-like properties to the vacuum. In the full SME, this is considered
as an effect from Planck-scale physics in the early universe. The κ matrices are all
position dependent and thus act as “values” positioned throughout space. If one
or more of these values are zero, it does not imply the rest are also zero as there
is no relation between each of the independent components. However, there is a
linear combination of these components which allows us to separate them into
birefringent [7] and non-birefringent terms. By eliminating those values which
have been constrained beyond what we hope to achieve in this experiment, these
terms can be simply written as in (14).



422 M.E. Tobar et al.

Fig. 2. The Sun-Centered Celestial Equatorial Frame (SCCEF), with the Earth at
different equinoxes during the year. Note that during the vernal equinox, the longitude
which is at noon has it’s Y axis pointing east, while the longitude which is at midnight
has it’s Y axis pointing west, and vice-versa for the autumn equinox

(κ̃e+)jk =
1
2
κDE

jk + κHB
jk; (κ̃e−)jk =

1
2
κDE

jk − κHB
jk − 1

3
δjk(κDE)ll

(κ̃o+)jk =
1
2
κDB

jk + κHE
jk; κ̃jko− =

1
2
κDB

jk − κHE
jk (14)

κ̃tr =
1
3
δjk(κDE)ll

In the above definitions, κ̃e+, κ̃e− and κ̃tr are parity-even matrices, while
κ̃o+ and κ̃o− are the parity-odd matrices. As mentioned in [7, 23], the κ̃e+ and
κ̃o− are constrained such that

∣
∣κ̃JK

∣
∣ ≤ 2 × 10−32. Thus, both κ̃e+ and κ̃o− are

set to zero each time they appear in our equations. Also, κ̃tr is a scalar, which
resonator experiments are usually insensitive to [24], and is not considered in
this work.

The standard reference frame that we use is the Sun-Centered Celestial Equa-
torial Frame (SCCEF), which is shown in Fig. 2. This is the frame in which the
sun is at the center, and is inertial with respect to the CMB to first order. The
axes in this frame are labeled X, Y and Z. The Z axis is defined [7, p. 6] [25, p. 3]
to be parallel to the Earth’s north pole, or 90◦ declination. The X axis points
from the sun toward the Earth at the moment of the autumn equinox, or 0◦

right ascension (RA) and 0◦ declination, while the Y axis is at 90◦ RA and also
at 0◦ declination, usually taken in the J2000.0 frame.

The convention described in [7, p. 18], which has the raised capital indices
(J,K) in the SCCEF, has been used. Local coordinates x, y and z are defined
on the Earth’s surface (at the point of the experiment). The z axis is defined as
being locally normal to the ground, vertically upwards. The x axis points south
and the y axis points east. These coordinates are denoted by the lowered capital
indices (j, k) and they rotate with sidereal period ∆T⊕ = 1

ω⊕
≈ 23 h 56 min.

There is a relation between these two coordinates which is given by the following
rotation matrix:
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RjJ =




cosχ cosω⊕T⊕ cosχ sinω⊕T⊕ − sinχ
− sinω⊕T⊕ cosω⊕T⊕ 0

sinχ cosω⊕T⊕ sinχ sinω⊕T⊕ sinχ



 (15)

Here χ is the co-latitude of the laboratory from the north pole, and the T⊕ is
the time coordinate that is related to the sidereal frequency of the Earth. The
time T⊕ is defined in [7] as any time when the y axis and the Y axis align. This
has been taken to be the first time this occurs after the vernal equinox, which
points along the negative x-axis.

When searching for leading order violations it is only necessary to consider
the spinning of the Earth about itself. However, the orbit of the Earth about the
sun may also be considered, since it induces Lorentz boosts and we may calculate
proportional terms to these. Since the Earth moves relatively slowly around the
Sun compared to the speed of light, the boost terms will be suppressed by the
velocity with respect to the speed of light (β⊕ = v⊕

c ≈ 10−4). The boost velocity
of a point on the Earth’s surface is given by the following relation:

β = β⊕




sinΩ⊕T

− cos η cosΩ⊕T
− sin η cosΩ⊕T



+ βL




− sinω⊕T
cosω⊕T

0



 (16)

Here β⊕ is the value for the boost speed of the orbital motion of the Earth
and βL is the boost speed of the lab at the surface of the Earth due to its spin
motion. The latter is location dependent, but is less than 1.5× 10−6 and is zero
at the poles (η is as defined in Fig. 2). The Lorentz matrix, Λµν , that implements
the transformation from the SCCEF to the laboratory frame with the sidereal
rotation RjJ and a boost β is given by,

Λµν =







1 −β1 −β2 −β3

−(R · β)1 R11 R12 R13

−(R · β)2 R21 R22 R23

−(R · β)3 R31 R32 R33





 (17)

After some calculation [7] the κ matrices from the SCCEF (indexed by J and
K) can be express in terms of the values in the laboratory frame (indexed by j
and k).

(κDE)jklab = T jkJK
0 (κDE)JK − T kjJK

1 (κDB)JK − T jkJK
1 (κDB)JK (18)

(κHB)jklab = T jkJK
0 (κDE)JK − T

(kjKJ
1 (κDB)JK − T jkKJ

1 (κDB)JK (19)

(κDB)jklab = T jkJK
0 (κDB)JK + T kjJK

1 (κDB)JK + T jkJK
1 (κHB)JK (20)

Where:

T jkJK
0 = RjJRkK (21)

T jkJK
1 = RjPRkJεKPQβQ (22)

Here ε is the standard anti-symmetric tensor.
In the Sect. 3 we apply the above to calculate the sensitivity of typical res-

onator experiment. To do this the sensitivity to the components given in (12)
are derived.
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3 Applying the SME to Resonator Experiments

The modified Lagrangian of the SME introduces perturbations of the electric
and magnetic fields in a vacuum. The unperturbed fields are denoted by a zero
subscript to distinguish them from the Lorentz-violating fields. Putative Lorentz
violations are produced by motion with respect to a preferred frame, which
perturbs the fields generating an observable signal. The general framework [7]
for denoting the sensitivity of this observable signal in the laboratory frame is a
linear expression as follows:

δO = (MDE)jklab(κDE)jklab + (MHB)jklab(κHB)jklab + (MDB)jklab(κDB)jklab (23)

The summation over the indices is implied, and the components of the Mjk
lab

matrices are in general a function of time. The observable is dependent on the
type of experiment, and in the case of a resonant cavity experiments it is the
resonance frequency deviation, δνν0 . Since the laboratory frame and the resonator
frame do not necessarily coincide, we first consider Mjk

res coefficients in the res-
onator frame and later relate it to the laboratory and sun-centered frame.

In general, resonators may be constructed from dielectric and magnetic ma-
terials. To calculate the Mjk

res matrices for such structures a more general form
of (13) must be considered, which includes the properties of the medium, µr
(permeability) and εr (permittivity), which are in general second order tensors.

(
D
H

)
=




ε0(εr + κDE)

√
ε0
µ0

κDB
√

ε0
µ0

κHE µ−1
0 (µ−1

r + κHB)




(

E
B

)
(24)

Here as was derived in [7], we assume that the fractional frequency shift due to
Lorentz violations is given by:

∆ν

ν0
= − 1

4 〈U〉 × (25)
∫

V

d3x

(
ε0E∗

0 · κDE · E0 − µ−1
0 B∗

0 · κHB · B0 + 2Re

(√
ε0
µ0

E∗
0 · κDB · B0

))

Here 〈U〉 is the energy stored in the field and is given by the standard electro-
dynamic integral.

〈U〉 =
1
4

∫

V

d3x(E0 · D∗
0 + B0 · H∗

0) (26)

In Maxwellian electrodynamics the balance of magnetic and electrical energy in
a resonator is equal, so the following is true:

〈U〉 =
1
2

∫

V

d3xE0 · D∗
0 =

1
2

∫

V

d3xB0 · H∗
0 (27)

This reduces 〈U〉 to an effective normalisation factor for either an electric or
magnetic filling factor. Also, since the κ terms from the integral of (25) are only
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time dependent rather than spatially dependent, the κ terms can be removed
from the integral. Thus, the final term in (25) will be zero since the electric and
magnetic fields are orthogonal in a resonant structure. By equating (23) and
(25) in the resonator frame the (MDB)jkres coefficients are calculated to be zero,
eliminating the possibility of making a measurement of κtr [24, 26]. Assuming
the resonator permeability and permittivity have no off-diagonal coefficients (i.e.
non-gyrotropic) such that;

εr = ε0




εx 0 0
0 εy 0
0 0 εz



 µr = µ0




µx 0 0
0 µy 0
0 0 µz



 (28)

the only non-zero coefficients may then be calculated to be

(MDE)jjres = − 1
εj

∫
V
d3x

∣
∣
∣Ej

0

∣
∣
∣
2

2
∫
V
d3xE0

∗ · E0
= −Pej

2εj
(29)

(MHB)jjres = µj

∫
V
d3x

∣
∣
∣Hj

0

∣
∣
∣
2

2
∫
V
d3xH0

∗ · H0
= µj

Pmj

2
(30)

Thus the MDE and MHB matrices are diagonal and simply related to the
electric and magnetic energy filling factors, Pej and Pmj respectively [11]. In
general a resonator may consist of more than one material, and may include
vacuum. In this case (29) and (30) may be written more generally (s is the
number of different materials including vacuum).

(MDE)jjres = −
s∑

i=1

Peij
2εij

(31)

(MHB)jjres =
s∑

i=1

µijPmi
j

2
(32)

To measure the resonant frequency it is necessary excite electromagnetic
fields inside the resonator and then compare it against a similar frequency. To be
sensitive to violations of LLI, the comparison frequency must be generated by a
source which exhibits a different dependence on Lorentz violations in the photon
sector. For example, an atomic standard (such as a hydrogen maser) may operate
in a mode which is not sensitive to Lorentz violations [11, 13]. Alternatively,
the resonant frequency may be compared against another resonator designed
to have a different dependence. The latter can be achieved by orientating two
identical resonators orthogonally [10], or by exciting two modes in a matter filled
resonator with orthogonal polarizations. In both cases the field components must
be considered with respect to the laboratory frame and not the resonator. For
such an experiment the observable becomes the frequency difference (between a
resonator labeled a and b) such that;
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δO =
δνa
νa

− δνb
νb

(33)

Thus, with respect to the laboratory frame, the effective (MDE)lab and (MHB)lab
matricies consistent with (23) become:

(MDE)a−b = (34)



(MDE)xxa − (MDE)xxb 0 0

0 (MDE)yya − (MDE)yyb 0
0 0 (MDE)zza − (MDE)zzb





(MHB)a−b = (35)



(MHB)xxa − (MHB)xxb 0 0

0 (MHB)yya − (MHB)yyb 0
0 0 (MHB)zza − (MHB)zzb





These equations are general for any resonator experiments, including Fabry-
Perot and microwave cavity experiments, and simplify the analysis for complex
resonator configurations, such as whispering gallery mode resonators. Only the
electric and magnetic filling factors need to be calculated to determine the sen-
sitivity coefficients to the observable, which is possible using standard numerical
techniques [27].

To determine the sensitivity of stationary laboratory experiments one cal-
culates the time dependence of (33) due to the sidereal and orbital motion of
the Earth around the Sun in terms of the Sun-centered coefficients given in (14)
and (18). This calculation has already been done in [7, 11, 28] and will not be
repeated here. In the following subsection we generalize this analysis to rotating
experiments.

3.1 Rotation in the Laboratory Frame

Non-rotating experiments [10, 12, 13] that rely on Earth rotation to modulate a
Lorentz violating effect are not optimal for two reasons. Firstly, the sensitivity
is proportional to the noise in the system at the modulation frequency, typically
best for microwave resonator-oscillators and Fabry-Perot stabilized lasers for
periods between 10 to 100 seconds. Secondly, the sensitivity is proportional to
the square root of the number of periods of the modulation signal, therefore
taking a relatively long time to acquire sufficient data. Thus, by rotating the
experiment the data integration rate is increased and the relevant signals are
translated to the optimal operating regime [14]. For rotation in the laboratory
frame the (M)jklab coefficients become a function of time and depend on the axis
of rotation. In the laboratory it is most practical to rotate around the axis of
the gravitational field to reduce gravity induced perturbation of the experiment.
Thus, our analysis includes rotation about the laboratory z-axis. If we set the
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time, t = 0, to be defined when the experiment and laboratory axes are aligned,
and we only consider the time varying components (i.e. the most sensitive ones
induced by rotation), then for clock-wise rotation of ωR rad/s, (34) and (35)
become:

(MDE)lab =




SDE cos(2ωRt) −SDE sin(2ωRt) 0
−SDE sin(2ωRt) −SDE cos(2ωRt) 0

0 0 0



 (36)

SDE =
1
2

((MDE)xxa − (MDE)yya − (MDE)xxb + (MDE)yyb ) (37)

(MHB)lab =




SHB cos(2ωRt) −SHB sin(2ωRt) 0
−SHB sin(2ωRt) −SHB cos(2ωRt) 0

0 0 0



 (38)

SHB =
1
2

((MHB)xxa − (MHB)yya − (MHB)xxb + (MHB)yyb ) (39)

Note that if one resonator is tested with respect to a stationary generated fre-
quency, then the (M)jji coefficients in the definition of SHB and SHB pertaining
to that frequency must be set to zero.

To determine the time dependence of the observable (33) we follow the same
procedure as presented in Subsect. 2.2 to transform the κ̃ matricies given in (14)
to the κ matricies in the laboratory given by (18), (19) and (20). We then substi-
tute (37) to (39) into (23) to calculate the time dependence of the observable of
(33). This is a tedious process and the details are omitted. Essentially, because
the (MDE)lab and (MHB)lab matrices are time dependent at 2ωR, the observ-
able signals are at frequencies close to this value and are summarized in Table 1.
Here the frequency of Earth rotation is defined as ω⊕, and orbit around the sun
as Ω⊕. The ω⊕ is commonly referred to as the sidereal frequency, while the Ω⊕
is referred to as the annual frequency. We also define the sensitivity factor, S of
the experiment as:

S = SHB − SDE (40)

To decorrelate all side bands, more than one year of data is necessary. In
this case we have eight unknown κ̃ coefficients and thirty possible individual
measurements listed in Table 1, which is an over parameterization. For short data
sets (less than a year) we do not have enough information to satisfy the Nyquist
condition to distinguish between frequencies that differ by the annual offset
(collected in the same blocks). Thus, to make a short data set approximation,
we collect the sidebands together (see Fig. 3). The short data set approximation
is achieved by knowing the angle of the orbit, Φ = Ω⊕t, in the sun-centered
frame with respect to the negative X-axis (which occurs at the vernal equinox
as shown in Fig. 2), and then taking a Taylor series expansion around that angle.
Here we define the phase of the combined rotational and sidereal term as θ and
Φ0 as the value of Φ when a short data set is taken. Since δΦ ≡ Φ − Φ0 is
small with respect to 2π, via the double angle rule we can derive the following
relationships:
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Table 1. Normalized sensitivities with respect to the experiment sensitivity factor S
for all predicted frequency modulated components

ωi Cosine Coefficient Cωi/S Sine Coefficient Sωi/S

2ωR
3
2

sin2(χ)κ̃ZZ
e− 2βL sin(χ)κ̃XY

o+

2ωR + Ω⊕ − 1
2
β⊕ sin2(χ)× − 1

2
β⊕ sin2(χ)κ̃Y Z

o+

(2 sin(η)κ̃XY
o+ + cos(η)κ̃XZ

o+ )

2ωR −Ω⊕ − 1
2
β⊕ sin2(χ)× 1

2
β⊕ sin2(χ)κ̃Y Z

o+

(2 sin(η)κ̃XY
o+ + cos(η)κ̃XZ

o+ )

2ωR + ω⊕ −2 sin2(χ
2
)× −2 sin2(χ

2
)(sin(χ)κ̃Y Z

e− − βLκ̃Y Z
o+ )

(−βLκ̃XZ
o+ + sin(χ)κ̃XZ

e− )

2ωR + ω⊕ + Ω⊕ −2β⊕ cos(χ
2
) sin(η) sin3(χ

2
)κ̃Y Z

o+ 4β⊕ cos(χ
2
) sin( η

2
) sin3(χ

2
)×

(sin( η
2
)κ̃XY

o+ + cos( η
2
)κ̃XZ

o+ )

2ωR + ω⊕ −Ω⊕ −2β⊕ cos(χ
2
) sin(η) sin3(χ

2
)κ̃Y Z

o+ −4β⊕ cos(χ
2
) cos( η

2
) sin3(χ

2
)×

(cos( η
2
)κ̃XY

o+ − sin( η
2
)κ̃XZ

o+ )

2ωR + 2ω⊕ − sin4(χ
2
)(κ̃XX

e− − κ̃Y Y
e− ) −2 sin4(χ

2
)κ̃XY

e−

2ωR + 2ω⊕ + Ω⊕ 2β⊕ sin2( η
2
) sin4(χ

2
)κ̃XZ

o+ 2β⊕ sin2( η
2
) sin4(χ

2
)κ̃Y Z

o+

2ωR + 2ω⊕ −Ω⊕ −2β⊕ cos2( η
2
) sin4(χ

2
)κ̃XZ

o+ −2β⊕ cos2( η
2
) sin4(χ

2
)κ̃Y Z

o+

2ωR − ω⊕ 2 cos2(χ
2
)(βLκ̃XZ

o+ + sin(χ)κ̃XZ
e− ) −2 cos2(χ

2
)(βLκ̃Y Z

o+ + sin(χ)κ̃Y Z
e− )

2ωR − ω⊕ + Ω⊕ 2β⊕ cos3(χ
2
) sin(η) sin(χ

2
)κ̃Y Z

o+ −4β⊕ cos( η
2
) cos3(χ

2
) sin(χ

2
)×

(cos( η
2
)κ̃XY

o+ − sin( η
2
)κ̃XZ

o+ )

2ωR − ω⊕ −Ω⊕ 2β⊕ cos3(χ
2
) sin(η) sin(χ

2
)κ̃Y Z

o+ 4β⊕ sin( η
2
) cos3(χ

2
) sin(χ

2
)×

(sin( η
2
)κ̃XY

o+ + cos( η
2
)κ̃XZ

o+ )

2ωR − 2ω⊕ − cos4(χ
2
)(κ̃XX

e− − κ̃22
e−) 2cos4(χ

2
)κ̃XY

e−

2ωR − 2ω⊕ + Ω⊕ −2β⊕ cos2( η
2
) cos4(χ

2
)κ̃XZ

o+ 2β⊕ cos2( η
2
) cos4(χ

2
)κ̃Y Z

o+

2ωR − 2ω⊕ −Ω⊕ 2β⊕ sin2( η
2
) cos4(χ

2
)κ̃XZ

o+ −2β⊕ sin2( η
2
) cos4(χ

2
)κ̃Y Z

o+

sin(θ ± (δΦ + Φ0)) = sin(θ ± δΦ) cos(Φ0) ± cos(θ ± δΦ) sin(Φ0)
≈ sin(θ) cos(Φ0) ± cos(θ) sin(Φ0)

cos(θ ± (δΦ + Φ0)) = cos(θ ± δΦ) cos(Φ0) ∓ sin(θ ± δΦ) sin(Φ0)
≈ cos(θ) cos(Φ0) ∓ sin(θ) sin(Φ0)



Resonator Tests of Lorentz Invariance 429

Fig. 3. This “frequency stick diagram” shows a schematic of the frequency modulation
components of the beat frequency in a convenient form. The sidebands offset by ±Ω⊕
have been trimmed for brevity. Each frequency has two degrees of freedom, i.e. a sine
and a cosine term, with the phase set by a time t = 0 set with respect to the SCCEF

Now we can combine the sidebands as shown in Fig. 3 by applying the above
relationships to eliminate the dependence on Ω⊕. In this case the components
from Table 1 decompose to those listed in Table 2.

The first feature to notice is that the 2ωR ± 2ω⊕ sidebands are redundant.
One might also expect the 2ωR±ω⊕ sidebands to be redundant as well. The only
reason they are not is because we have taken into account the velocity of the
laboratory due to the Earth spinning on its axis, βL. In fact it turns out that it
is not useful to keep this term because β⊕ is two orders of magnitude larger and
when one applies the data analysis procedures the sensitivities will be degraded
if the analysis depends on the βL terms for the uniqueness of the solution. Thus,
since it makes no practical sense to keep these terms, we set them to zero. For
this case the coefficients are listed in Table 3.

For data sets of less than one year, the components in Table 3 may be used
to set upper limits on the κ̃ coefficients in the SME. Since there are only five
possible independent components, to set limits on eight coefficients we use the
same technique as adopted by Lipa et al. [12]. The κ̃o+ boost coefficients are set
to zero to calculate limits on the κ̃e− isotropy coefficients and vice versa. This
technique assumes no correlation between the isotropy and boost coefficients. It
would be unlikely that a cancellation of Lorentz violating effects would occur,
as this would necessitate a fortuitous relationship between the coefficients of the
same order of value as the boost suppression coefficient (i.e. orbit velocity, β⊕),
and consistent with the correct linear combinations as presented in Table 3.

Another practical point is that the largest systematic effect occurs at 2ωR.
Thus, when setting the limits on the three κ̃XYo+ , κ̃XZo+ and κ̃Y Zo+ coefficients we
only use the data collected at 2ωR ± ω⊕ and 2ωR ± 2ω⊕ frequencies. Likewise
for the κ̃XYe− , κ̃XZe− , κ̃Y Ze− and (κ̃XXe− − κ̃Y Ye− ) coefficients. These are the same coef-
ficients that have had limits set by the non-rotating experiments [10,12,13]. The
remaining coefficient κ̃ZZe− (≡ κ̃XXe− + κ̃Y Ye− ) can only be set amongst a systematic
signal at 2ωR, which is in general much greater than the statistical uncertain-
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Table 2. Normalized sensitivities with respect to the experiment sensitivity factor S for
all predicted frequency modulated components using the short data set approximation

Coefficient (normalized with respect to S)

S2ωR−2ω⊕ − cot4(χ
2
) × S2ωR+2ω⊕

C2ωR−2ω⊕ cot4(χ
2
) × C2ωR+2ω⊕

S2ωR−ω⊕ −2 cos2(χ
2
)×

(βLκ̃Y Z
o+ + sin(χ)(β⊕ cos(Φ0)(cos(η)κ̃XY

o+ − sin(η)κ̃XZ
o+ ) + κ̃Y Z

e− ))

C2ωR−ω⊕ 2 cos2(χ
2
)×

(βLκ̃XZ
o+ + sin(χ)(−β⊕ sin(Φ0)κ̃

XY
o+ + β⊕ cos(Φ0) sin(η)κ̃Y Z

o+ + κ̃XZ
e− ))

S2ωR 2βL sin(χ)κ̃XY
o+

C2ωR - 1
2

sin2(χ)(2β⊕ cos(Φ0)(2 sin(η)κ̃XY
o+ + cos(η)κ̃XZ

o+ ) + 2β⊕ sin(Φ0)κ̃
Y Z
o+ )

+ 3
2

sin2(χ)κ̃ZZ
e− )

S2ωR+ω⊕ −2 sin2(χ
2
)×

(−βLκ̃Y Z
o+ + sin(χ)(β⊕ cos(Φ0)(cos(η)κ̃XY

o+ − sin(η)κ̃XZ
o+ ) + κ̃Y Z

e− ))

C2ωR+ω⊕ −2 sin2(χ
2
)×

(−βLκ̃XZ
o+ + sin(χ)(−β⊕ sin(Φ0)κ̃

XY
o+ + β⊕ cos(Φ0) sin(η)κ̃Y Z

o+ + κ̃XZ
e− ))

S2ωR+2ω⊕ −2 sin4(χ
2
)(β⊕ sin(Φ0)κ̃

XZ
o+ + β⊕ cos(η) cos(Φ0)κ̃

Y Z
o+ + κ̃XY

e− )

C2ωR+2ω⊕ − sin4(χ
2
)(2β⊕ cos(η) cos(Φ0)κ̃

XZ
o+ − 2β⊕ sin(Φ0)κ̃

Y Z
o+ + (κ̃XX

e− − κ̃Y Y
e− ))

ties at the other frequencies. In this case we can assume all coefficients are zero
except for the κ̃ZZe− coefficient. However, it is not straight forward to set a limit
on any putative Lorentz violation amongst a large systematic as one can not be
sure if the systematic signal actually cancels an effect. Since the signal at 2ωR
is dominated by systematic effects, it is likely that its phase and amplitude will
vary across different data sets. In this case the systematic signal from multiple
data sets can be treated statistically to place an upper limit on κ̃ZZe− . In our
experiment we use this technique to set an upper of 2.1(5.7) × 10−14 [15] (see
Sect. 6).

3.2 Phase with Respect to the SCCEF

To extract the κ components of the SME out of our observed signal we first need
to determine the relevant C2ωi

and S2ωi
coefficients listed in Table 1. This in

turn requires us to know the phase of the experiment’s orientation with respect
to the SCCEF. In this section we will derive an expression for this phase in terms
of the time origins of the experiment’s rotation, the Earth’s sidereal rotation,
and the orbit of the Earth around the Sun.

In general, we are interested in the frequency components
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Table 3. Normalized sensitivities with respect to the experiment sensitivity factor S for
all predicted frequency modulated components, using the short data set approximation
and neglecting components of order βL

Coefficient (normalized with respect to S)

S2ωR−2ω⊕ − cot4(χ
2
) × S2ωR+2ω⊕

C2ωR−2ω⊕ cot4(χ
2
) × C2ωR+2ω⊕

S2ωR−ω⊕ cot2(χ
2
) × S2ωR+ω⊕

C2ωR−ω⊕ − cot2(χ
2
) × C2ωR+ω⊕

S2ωR —-

C2ωR − 1
2

sin2(χ)(2β⊕ cos(Φ0)(2 sin(η)κ̃XY
o+ + cos(η)κ̃XZ

o+ ) + 2β⊕ sin(Φ0)κ̃
Y Z
o+ )

+ 3
2

sin2(χ)κ̃ZZ
e− )

S2ωR+ω⊕ −2 sin2(χ
2
)(sin(χ)(β⊕ cos(Φ0)(cos(η)κ̃XY

o+ − sin(η)κ̃XZ
o+ ) + κ̃Y Z

e− ))

C2ωR+ω⊕ −2 sin2(χ
2
)(sin(χ)(−β⊕ sin(Φ0)κ̃

XY
o+ + β⊕ cos(Φ0) sin(η)κ̃Y Z

o+ + κ̃XZ
e− ))

S2ωR+2ω⊕ −2 sin4(χ
2
)(β⊕ sin(Φ0)κ̃

XZ
o+ + β⊕ cos(η) cos(Φ0)κ̃

Y Z
o+ + κ̃XY

e− )

C2ωR+2ω⊕ − sin4(χ
2
)(2β⊕ cos(η) cos(Φ0)κ̃

XZ
o+ − 2β⊕ sin(Φ0)κ̃

Y Z
o+ + (κ̃XX

e− − κ̃Y Y
e− ))

2ω[a,b] = 2ωR + aω⊕ + bΩ⊕ (41)

where a and b take on values in the domains

a ∈ [−2, 2], b ∈ [−1, 1] (42)

Thus to determine the C2ω[a,b] coefficient we fit the data with a model of the
form

cos(2ωRTR + aω⊕T⊕ + bΩ⊕T ) (43)

where TR is the experiment’s rotation time, T⊕ is the sidereal time, and T is the
time since the vernal equinox.

To simplify our analysis we aim to transform this expression to the form
cos(αt + φ). To achieve this we note that the difference δR between the exper-
iment’s rotation time TR and the time since the vernal equinox T is constant
over the course of the measurement, as determined by the initial configuration
of the experiment, and we may write,

δR = TR − T. (44)

Similarly the sidereal time and the time since the vernal equinox are related by
δ⊕,

δ⊕ = T⊕ − T (45)

By combining (43), (44) and (45) we arrive at an expression of the desired form.
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cos(2ωRTR + aω⊕T⊕ + bΩ⊕T ) = cos(2ωR(δR + T ) + aω⊕(δ⊕ + T ) + bΩ⊕T )
= cos((2ωR + aω⊕ + bΩ⊕)T

+2ωRδR + aω⊕δ⊕)

Thus we can account for the phase of the experiment relative to the SCCEF
by determining δR and δ⊕. The origin of the experiment’s rotation time TR is
defined to be the instant at which the axis of symmetry of the first resonator
(resonator a) is aligned with the local y axis. Our experiment has been designed
such that the time origin of the data acquisition coincides with the same event,
rendering δR = 0 in our case.

We also need to obtain δ⊕ for the sidereal rotation. We define T⊕ = 0 as in [7]
to be the instant the local y axis and the SCCEF Y axis are aligned (noon) in the
laboratory (see Fig. 2). Let us define Tv to be the time in seconds after midnight
UTC+0, at which the vernal equinox has occurred in the J2000.0 frame [7]. For
convenience we also define our longitude TL in terms of sidereal seconds from
midnight (in the case of our laboratory Tl = 115.826◦ × 23 h 56 min

360◦ = 27721 s).
There exists a special location whose meridian is at noon at the vernal equinox.
For this special location (during the vernal equinox), δ⊕ = 0 since the time when
the y and Y axes align and the vernal equinox are the same. We see geometrically
that any longitude greater than this meridian will have positive δ⊕, otherwise if
the longitude is less than this meridian it would have negative δ⊕. As shown in
Fig. 4, we can now derive an expression for δ⊕.

δ⊕ = TL + Tv −
23 h 56 min

2
(46)

Hence we are able to determine the phase of the experiment’s orientation relative
to the SCCEF.

Fig. 4. Diagram showing meridians and angles
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4 Comparison of Sensitivity
of Various Resonator Experiments in the SME

In this section we show how the general analysis may be applied to some common
resonator configurations for testing LLI. Also, we propose some new configura-
tions based on exciting two modes in matter filled resonators. The comparison
is made by calculating the sensitivity parameter S of the resonator using (31)
to (40). Note that the sign of the S factor depends on the definition of the first
resonator. Practically this will need to be the resonator that exhibits the largest
value of frequency. In this work, where appropriate, we assume the first resonator
is aligned along the y-axis.

4.1 Fabry-Perot Resonators

Experiments based on laser stabilized Fabry-Perot resonators typically use either
one [8] or two [10] cavities placed with the lengths orthogonal to the laboratory
z-axis. In a vacuum filled cavity it is easy to show that |S| = 1

2 for the configura-
tion in Fig. 5. In contrast, when one rotating cavity is compared to a stationary
one the value is reduced by a factor of 2, to |S| = 1

4 . It is also interesting to
consider the sensitivity of matter filled cavities in the photon sector. Here, for
simplicity we assume the relative permeability and permittivity are scalars of µr
and εr respectively. It is straight forward to add anisotropy and only modifies the
sensitivity slightly, so for brevity is not considered here. If similar configurations
to Fig. 5 are constructed from solid material the sensitivity factor, S, becomes
dependent on polarization. This effect also allows for a sensitive experiment by
exciting two modes of different polarization inside one cavity (Dual-Mode), of
which some examples are shown in Fig . 6. Such cavities have been built previ-
ously to measure birefringence [29]. High finesse matter cavities can be made by
using low-loss crystalline dielectric materials at optical frequencies [30, 31]. The
sensitivity for different configurations are compared in Table 4. For a low-loss di-
electric material with Ez polarization in the two orthogonal cavities (Fig. 5) the

Fig. 5. Typical configuration of a rotating Lorentz invariance test using Fabry-Perot
cavities
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Fig. 6. New proposed matter filled Fabry-Perot cavity configurations in which two
modes of orthogonal polarization are excited and compared, and are sensitive to vio-
lations in Lorentz invariance in the photon sector of the SME

Table 4. Value of the S factor for various configurations of Fabry-Perot cavity exper-
iments

Configuration Sensitivity Factor S
Fig . 5 Ez

µr
2

Fig . 5 Hz
1

2εr

Fig . 5 Circular Polarization 1
4

(
1
εr

+ µr

)

Fig . 6 (a) 1
2

(
1
εr

− µr

)

Fig . 6 (b) 1
4

(
1
εr

− µr

)

sensitive factor, S, is the same as the vacuum cavity, while for the circularly po-
larized case, the sensitivity is close to that of the single vacuum cavity resonator.
In contrast the same experiment with Hz polarization has reduced sensitivity of
the order of the permittivity of the material. The sensitivity of the two Dual-
Mode resonators gives the possibility of realizing a similar sensitivity to dual
cavity experiments, but within the same cavity. The configuration should have
a large degree of common mode rejection, and will be much more insensitive to
external effects like temperature, vibration etc. and other systematics, and may
be worth pursuing for these reasons. Note that Müller has recently completed an
analysis of conventional cavity configurations in the electron (due to dispersion
changes) and photon sector [32]. In our analysis we have only considered the
photon sector and we have proposed some new unconventional configurations. It
may be interesting to analyze these configurations in the electron sector. In the
next subsection we consider similar configurations for Whispering Gallery (WG)
modes.
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Fig. 7. A visual representation of the electric and magnetic fields of a “pure” Whis-
pering Gallery mode propagating in the φ direction with a radius of r = R

4.2 Whispering Gallery Mode Resonators

In this subsection we consider “pure” WG modes, with the electric and magnetic
fields propagating around with cylindrical symmetry at a discontinuity, with the
direction of the Poynting vector (E×B) as shown in Fig. 7. Thus, it is natural
to analyse such modes in cylindrical coordinates {r, φ, z}.

For an actual WG mode the wave is reflected off an electromagnetic discon-
tinuity, and the fields mainly lie within the radius of the discontinuity and a
smaller inner caustic [11]. However, by taking the limit as the azimuthal mode
number m tends to infinity, the inner caustic converges to the radius of the dis-
continuity and the fields are reduced to a Dirac delta function. There are two
possible polarizations, WGE with dominant Hz and Er fields and WGH with
dominant Ez and Hr. For “pure” WG modes, WGE have non-zero electric and
magnetic filling factors of Per = 1 and Pmz = 1, and WGH have electric and
magnetic filling factors of Pez = 1 and Pmr = 1, in cylindrical coordinates.
The electric and magnetic filling factors may be converted from cylindrical to
cartesian symmetry by (the z component of the filling factor need not be trans-
formed):

Pex = Pey =
Per + Peφ

2
: Pmx = Pmy =

Pmr + Pmφ

2
(47)

We can now do a similar analysis to Subsect. 4.1 for configurations shown in
Figs. 8 and 9 for the WG case, with the computed sensitivities listed in Table 5.
In vacuum the S factor is half that of the FP cavities in Subsect. 4.1, and the
Dual-Mode resonator is insensitive. However, in a low loss dielectric the S factor
approaches the same value for WGE modes as the FP cavity experiments, but
the WGH modes remain about a factor of two less sensitive. The value of the
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Fig. 8. Rotating Lorentz invariance test using two WG mode cavities

Fig. 9. Rotating Lorentz invariance test using two WG modes excited in one cavity
(Dual-Mode resonator)

Table 5. Value of the S factor for various configurations of WG mode resonator cavity
experiments

Configuration Sensitivity Factor S
Fig . 8 WGH − 1

2εr
+ µr

4

Fig . 8 WGE 1
4εr

− µr
2

Fig . 9 (a) 0

Fig . 9 (b) 3
8

(
1
εr

− µr

)

S factor for the Dual-Mode resonator is the mean value of the WGE and WGH
modes.

We have shown that similar sensitivities can be achieved with FP and WG
cavity resonators. At UWA we have developed an experiment that uses low
loss sapphire crystals, which exhibit a small uniaxial dielectric anistropy. The
calculations of the sensitivity are presented Sect. 6.
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5 Applying the RMS to Whispering Gallery Mode
Resonator Experiments

In this section we restrict ourselves to analysis of whispering gallery mode res-
onator experiments, as the analysis has been well described for Fabry-Perot res-
onators previously [28]. For the whispering gallery mode experiment as shown in
Fig. 8, the variable of integration around the path of the resonator is naturally
chosen as the azimuthal angle, φj , relative to the cylindrical co-ordinates of each
resonator. Thus, from (3) a frequency shift due to a putative Lorentz violation
in the RMS framework is given by,

∆ν0

ν0
=

PMM

2πc2

[∮ (
v.̂Ia(φa)

)2

dφa −
∮ (

v.̂Ib(φb)
)2

dφb

]
(48)

The dominant components of the velocity vector v were already calculated in
Sect. 2.1, so to complete the calculation the time dependence of Îa and Îb must
be calculated with respect to the MM-Earth frame. This of course depends on
the sidereal and semi-sidereal frequencies, as well as the rotation frequency of
the experiment. To start the calculation we define the time, t = 0 when the axis
of the two WG resonators are aligned as shown in Fig. 8 (i.e. the resonators
align with the laboratory frame). Then from this time we assume the resonator
is rotated in a anti-clockwise direction of frequency ωs, so the angle of rotation
is γ = ωs(t − ts). Also, the longitudinal angle of the experiment is λ, which
is dependent on the sidereal frequency and given by λ = ω⊕(t − tl). Then we
define the resonator with its cylinder axis in the y direction as resonator a, and
the resonator with its cylinder axis in the x direction as resonator b. We also
assume the WG modes are oscillating in a clockwise direction. In actual fact the
calculation has been verified to be independent of the WG mode direction, and in
most experiments is usually a standing wave (depending on the excitation) [33].
Thus in the laboratory frame at t = 0 the unit vectors in the direction of the
Poynting vector are;

Ia(φa) =




−sinφa

0
cosφa



 Ib(φb) =




0

cosφb
sinφb



 (49)

Now if we transform from the resonator to the laboratory, then to the MM-Earth
frame the unit vectors become.

IEarth:a =




−sinφa(cosλcosχcosγ − sinγsinλ) + cosφacosλsinχ
−sinφa(cosλsinγ + cosγcosχsinλ) + cosφasinλsinχ

cosχcosφa + sinχcosγsinφa



 (50)

IEarth:b =




−sinφb(cosλcosχsinγ + cosγsinλ) + cosφbcosλsinχ
sinφb(cosλcosγ − sinγcosχsinλ) + cosφbsinλsinχ

cosχcosφb + sinχsinγsinφb



 (51)

Here as in the previous sections χ is the angle from the north pole (co-latitude).
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Table 6. Dominant coefficients in the RMS, using a short data set approximation
calculated from (48)

ωi 107Cuωi/PMM

2ωR −3.904 + 3.904cos(χ)2 + 0.098sin(χ)2

− sin(Φ0)
(
−0.607 + 0.607cos(χ)2

)

− cos(Φ0)
(
−0.120 + 0.120cos(χ)2 − 0.055sin(χ)2

)

2ωR + ω⊕ −0.876 sin(χ) + 0.876 cos(χ) sin(χ)

+ sin(Φ0) (0.068 sin(χ) − 0.068 cos(χ) sin(χ))

+ cos(Φ0) (−0.232 sin(χ) + 0.232 cos(χ) sin(χ))

2ωR − ω⊕ 0.876 sin(χ) + 0.876 cos(χ) sin(χ)

+ sin(Φ0) (−0.068 sin(χ) − 0.068 cos(χ) sin(χ))

+ cos(Φ0) (0.232 sin(χ) + 0.232 cos(χ) sin(χ))

2ωR + 2ω⊕ 1.952 − 3.904 cos(χ) + 1.952cos(χ)2

+ cos(Φ0)
(
−0.060 + 0.120 cos(χ) − 0.060cos(χ)2

)

+ sin(Φ0)
(
−0.303 + 0.607 cos(χ) − 0.303cos(χ)2

)

2ωR − 2ω⊕ 1.952 + 3.904 cos(χ) + 1.952cos(χ)2

+ cos(Φ0)
(
−0.060 − 0.120 cos(χ) − 0.060cos(χ)2

)

+ sin(Φ0)
(
−0.303 − 0.607 cos(χ) − 0.303cos(χ)2

)

The next step is to substitute (50), (51) and (9) into (48). However, to be
consistent with the SME analysis the phase should be calculated with respect to
the vernal equinox, so that λ0 = Φ0+π is substituted into (9) before we substitute
it into (48) to calculate the frequency shift. Also, because we defined the rotation
to be clockwise in the SME, to be consistent we define γR = ωR(t − ts) where
ωR = −ωs. In this case the frequency components, which experience a frequency
shift are given in Table 6. From the results of the calculation we note that
perturbations due to Lorentz violations occur at the same frequencies as the
SME (see Subsect. 7.2). Fortunately, it is not necessary to consider perturbations
at exactly twice the spin frequency, 2ωs, that are primarily due to the larger
systematic effects associated with the rotation, as we only need to put a limit
on one parameter. Also, the cosine components (Cuωi

) with respect to the CMB
are the most sensitive, so we need not consider the sine components.

5.1 Phase with Respect to the CMB

To extract the PMM term from our data we must first determine the phase of our
experiment with respect to the CMB. Thus, in similar way to the reasoning for
the SME (see Subsect. 3.2) we require δR, the difference between the experiment’s
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Fig. 10. Diagram showing meridians and angles used to determine the phase of the
experiment with respect to the CMB

rotation time and the time since the vernal equinox, and δ⊕, the difference
between the sidereal time and the time since the vernal equinox.

As was the case for the SME, δR = 0 since the axis of symmetry of the first
resonator, a, is aligned with the local y-axis at TR = 0. However, δ⊕ will be
different since in the case of the RMS it is measured with respect to the CMB
(or MM-Earth frame), not the SCCEF. The CMB is oriented at 11.2 h right
ascension, 6.4 degrees declination relative to the equatorial plane. Let us define
Tv to be the time in seconds after midnight UTC+0, at which the vernal equinox
has occurred in the J2000.0 frame [7]. Tu is the direction of the CMB (11.2h).
For convenience we also define our longitude TL in terms of sidereal seconds from
midnight (in the case of our laboratory Tl = 115.826◦ × 23 h 56 min

360◦ = 27721 s).
As shown in Fig. 10, we now have an expression for δ⊕.

δ⊕ = TL + Tv −
(
Tu +

23 h 56 min
2

)
(52)

Hence we are able to determine the phase of the experiment orientation
relative to the CMB.

6 The University of Western Australia
Rotating Experiment

Our experiment consists of two cylindrical sapphire resonators of 3 cm diameter
and height supported by spindles at either end within superconducting niobium
cavities [34], which are oriented with their cylindrical axes orthogonal to each
other in the horizontal plane (see Fig. 11). Whispering gallery modes [35] are
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Fig. 11. The two resonators are positioned orthogonal to each other in the mount-
ing structure. One of the sapphires can be seen mounted inside the superconducting
niobium cavity. The spindles are firmly held in each lid by sprung brass bushes

excited close to 10 GHz, with a difference frequency of 226 kHz. The frequen-
cies are stabilized using a Pound locking scheme, and amplitude variations are
suppressed using an additional control circuit. A detailed description of the cryo-
genic oscillators can be found in [36, 37], and a schematic of the experimental
setup is shown in Fig. 12. The resonators are mounted in a common copper
block, which provides common mode rejection of temperature fluctuations due
to high thermal conductivity at cryogenic temperatures. The structure is in turn
mounted inside two successive stainless steel vacuum cylinders from a copper
post, which provides the thermal connection between the cavities and the liquid
helium bath. A stainless steel section within the copper post provides ther-
mal filtering of bath temperature fluctuations. A foil heater and carbon-glass
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Fig. 12. Schematic of the experimental setup

temperature sensor attached to the copper post controls the temperature set
point to 6 K with mK stability. Two stages of vacuum isolation are used to
avoid contamination of the sapphire resonators from the microwave and temper-
ature control devices located in the cryogenic environment.

A schematic of the rotation system is shown in Fig. 13. A cryogenic dewar
containing the resonators, along with the room temperature oscillator circuits
and control electronics, is suspended within a ring bearing. A multiple “V”
shaped suspension made from loops of elastic shock cord avoids high Q-factor
pendulum modes by ensuring that the cord has to stretch and shrink (providing
damping losses) for horizontal motion as well as vertical. The rotation system is
driven by a microprocessor controlled stepper motor. A commercial 18 conductor
slip ring connector, with a hollow through bore, transfers power and various
signals to and from the rotating experiment. A mercury based rotating coaxial
connector transmits the difference frequency to a stationary frequency counter
referenced to an Oscilloquartz oscillator. The data acquisition system logs the
difference frequency as a function of orientation, as well as monitoring systematic
effects including the temperature of the resonators, liquid helium bath level,
ambient room temperature, oscillator control signals, tilt, and helium return
line pressure.
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Fig. 13. Schematic of the cryogenic dewar, mounted in the rotation table. Inside the
dewar a schematic of the two orthogonally orientated resonators is shown, along with
the Poynting vectors of propagation S1 and S2

Inside the sapphire crystals standing waves are set up with the dominant
electric and magnetic fields in the axial and radial directions respectively, cor-
responding to a propagation (Poynting) vector around the circumference. The
observable of the experiment is the difference frequency, and to test for Lorentz
violations the perturbation of the observable with respect to an alternative test
theory must be derived. The mode which we excite is a Whispering Gallery mode
we have a choice of WGEm,n,p or WGHm,n,p modes, the first subscript, m, gives
the azimuthal mode number, while n and p give the number of zero crossings
in the radial and z-direction respectively. Typically the so called fundamental
mode families WGEm,0,0 or WGHm,0,0 as they have the highest Q-factors. To
calculate the sensitivity in the RMS we use the technique presented in Sect. 5,
while in the following subsection we numerically compute the sensitivity in the
SME.
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Fig. 14. Schematic of a cylindrical sapphire crystal resonator, with dimensions in
mm. The crystal exhibits uniaxial anisotropy with the axis of symmetry (c-axis) aligned
along the cylindrical z axis. The permittivity along the c-axis given by ε||. Perpendicular
to the c-axis in the x, y or r, φ plane, the permittivity is given by ε⊥. The two regions
shown are 1. the crystal and 2. the cavity

6.1 Sensitivity in the SME

In this subsection we calculate the sensitivity of the fundamental WG mode
families, WGEm,0,0 and WGHm,0,0 to putative Lorentz violation in the SME,
and compare it with the “pure” WG approximation given in Fig. 8. For a proper
analysis of the sapphire loaded cavity resonators two regions of space need to be
taken into account: the anisotropic crystal and the cavity free space surrounding
it (see Fig. 14). The latter has a relative permittivity of 1, while both have relative
permeability of 1 in all directions. The calculations proceed by splitting up V
into V1 (the crystal) and V2 (the freespace), so we may sum the components
of the M matricies over the two volumes (see (31) and (32)). The resonator
operates close to liquid helium temperatures (6 Kelvin), where the permittivity
of sapphire is, ε⊥ = 9.272 and ε|| = 11.349. To determine the sensitivity, we need
to just calculate the experiments S factor in a similar way to the calculation for
the “pure” WG modes in Subsect. 4.2. In this case the electric and magnetic
filling factors must be calculated using a numeric technique such as finite element
analysis, method of lines or separation of variables [11]. In this work we have
chosen to use method of lines developed at IRCOM at the University of Limoges
[39] . The calculated electric and magnetic field densities for the chosen mode
(WGH8,0,0) of operation at 10 GHz is shown in Fig. 15, and the S factor is
calculated to be 0.19575.

The actual WG modes have all field components in both regions of the crystal.
This modifies the sensitivity slightly, but approaches the limit of the “pure” WG
mode as m → ∞. The magnitude of the S factor for the fundamental WGE
and WGH modes at X-Band (8GHz-12GHz) are plotted in Fig. 16. The WGH
modes seem converge nicely toward the predicted “pure” WGH mode sensitivity,
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Fig. 15. The magnetic and electric field density plots shown in the top right-hand
quadrant of an axial slice through the sapphire crystal and cavity for the WGH8,0,0

mode. Note the dominant fields are Ez and Hr consistent with a pure whispering
gallery mode approximation

Fig. 16. The frequency and |S| factor as a function of mode number, m for the two
lowest frequency WGE and WGH mode families. Note the general convergence to the
“pure” WG value as m increases

while the WGE modes have a dip in sensitivity. This can be explained by an
intersection with another mode of the same m number, resulting in a spurious
mode interaction [38] . This does not occur in WGH modes since they are the
lowest frequency modes for the mode number m (refer to Fig. 2 of [38]). It is
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important to note that about a factor of two in sensitivity can be gained if we use
a WGE mode rather than a WGH mode. However because we are using a 3 cm
crystal rather than a 5 cm crystal, the Q-factor of WGE modes are degraded
due to radiation and wall losses. In the future we can markedly improve the
sensitivity by employing the typical 5 cm cavities that operate in WGE modes,
as were used in the non-rotating experiments [11].

7 Data Analysis and Interpretation of Results

Figure 17 shows typical fractional frequency instability of the 226 kHz differ-
ence with respect to 10 GHz, and compares the instability when rotating and
stationary. A minimum of 1.6 × 10−14 is recorded at 40 s. Rotation induced
systematic effects degrade the stability up to 18s due to signals at the rotation
frequency of 0.056 Hz and its harmonics. We have determined that tilt vari-
ations dominate the systematic by measuring the magnitude of the fractional
frequency dependence on tilt and the variation in tilt at twice the rotation fre-
quency, 2ωR(0.11 Hz), as the experiment rotates. We minimize the effect of tilt
by manually setting the rotation bearing until our tilt sensor reads a minimum
at 2ωR. The latter data sets were up to an order of magnitude reduced in ampli-
tude as we became more experienced at this process. The remaining systematic
signal is due to the residual tilt variations, which could be further annulled with
an automatic tilt control system. It is still possible to be sensitive to Lorentz
violations in the presence of these systematics by measuring the sidereal, ω⊕,
and semi-sidereal, 2ω⊕, sidebands about 2ωR, as was done in [8]. The amplitude
and phase of a Lorentz violating signal is determined by fitting the parameters of
(53) to the data, with the phase of the fit adjusted according to the test theory
used.

∆ν0

ν0
= A + Bt +

∑

i

Cωi
cos(ωit + ϕi) + Sωi

sin(ωit + ϕi) (53)

Here ν0 is the average unperturbed frequency of the two sapphire resonators, and
∆ν0 is the perturbation of the 226 kHz difference frequency, A and B determine
the frequency offset and drift, and Cωi

and Sωi
are the amplitudes of a cosine

and sine at frequency ωi respectively. In the final analysis we fit 5 frequencies to
the data, ωi = (2ωR, 2ωR ± ω⊕, 2ωR ± 2ω⊕), as well as the frequency offset and
drift. The correlation coefficients between the fitted parameters are all between
10−2 to 10−5. Since the residuals exhibit a significantly non-white behavior, the
optimal regression method is weighted least squares (WLS) [13]. WLS involves
pre-multiplying both the experimental data and the model matrix by a whitening
matrix determined by the noise type of the residuals of an ordinary least squares
analysis.

We have acquired 5 sets of data over a period of 3 months beginning December
2004, totaling 18 days. The length of the sets (in days) and size of the systematic
are (3.6, 2.3×10−14), (2.4, 2.1×10−14), (1.9, 2.6×10−14), (4.7, 1.4×10−15), and
(6.1, 8.8 × 10−15) respectively. We have observed leakage of the systematic into
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Fig. 17. Square Root Allan Variance fractional frequency instability measurement of
the difference frequency when rotating (crosses) and stationary (circles). The hump at
short integration times is due to systematic effects associated with the rotation of the
experiment, with a period of 18 seconds. Above 18 seconds the instability is the same
as when the experiment is stationary

the neighboring side bands due to aliasing when the data set is not long enough
or the systematic is too large. Figure 18 shows the total amplitude resulting
from a WLS fit to 2 of the data sets over a range of frequencies about 2ωR.
It is evident that the systematic of data set 1 at 2ωR is affecting the fitted
amplitude of the sidereal sidebands 2ωR ± ω⊕ due to its relatively short length
and large systematics. By analyzing all five data sets simultaneously using WLS

Fig. 18. Spectrum of amplitudes
√

C2
ωi

+ S2
ωi

calculated using WLS, showing system-
atic leakage about 2ωR for 2 data sets, data set 1 (3.6 days, circles), data set 5 (6.1 days,
squares) and the combined data (18 days spanning 3 months, solid triangles). Here ω⊕
is the sidereal frequency (11.6 µHz). By comparing a variety of data sets we have seen
that leakage is reduced in longer data sets with lower systematics. The insets show
the typical amplitude away from the systematic, which have statistical uncertainties of
order 10−16
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the effective length of the data is increased, reducing the width of the systematic
sufficiently as to not contribute significantly to the sidereal and semi-sidereal
sidebands.

7.1 Standard Model Extension Framework

In the photon sector of the SME 10 independent components of κ̃e+ and κ̃o−
have been constrained by astronomical measurements to <2×10−32 [7,23]. Seven
components of κ̃e− and κ̃o+ have been constrained in optical and microwave
cavity experiments [10, 13] at the 10−15 and 10−11 level respectively, while the
scalar κ̃tr component recently had an upper limit set of <10−4 [24]. The re-
maining κ̃ZZe− component could not be previously constrained in non-rotating
experiments [10, 13]. In contrast, our rotating experiment is sensitive to κ̃ZZe− .
However, it appears only at 2ωR, which is dominated by systematic effects. By
using the formulas derived in Table 3 for short data sets and the S factor for
the WGH8,0,0 mode in Fig. 16, the resulting numerical relation between the pa-
rameters of the SME and the Cωi

and Sωi
coefficients were calculated and are

given in Table 7.
From our combined analysis of all data sets, and using the relation to κ̃ZZe−

given in Table 7, we determine a value for κ̃ZZe− of 4.1(0.5) × 10−15. However,
since we do not know if the systematic has canceled a Lorentz violating signal
at 2ωR, we cannot reasonably claim this as an upper limit. Since we have five
individual data sets, a limit can be set by treating the C2ωR

coefficient as a
statistic. The phase of the systematic depends on the initial experimental con-
ditions, and is random across the data sets. Thus, we have five values of C2ωR

,
({−4.2, 11.4, 21.4, 1.3,−8.1} in 10−15), two are negative coefficients and three
are positive. If we take the mean of these coefficients, the systematic signal will
cancel if the phase is random, but the possible Lorentz violating signal will not,
since the phase is constant. Thus a limit can be set by taking the mean and
standard deviation of the five coefficient of C2ωR

. This gives a more conservative
bound of 2.1(5.7)× 10−14, which includes zero. Our experiment is also sensitive
to all other seven components of κ̃e− and κ̃o+ (see Table 7) and improves present
limits by up to a factor of 7, as shown in Table 8.

7.2 Robertson, Mansouri, Sexl Framework

From (48), the dominant coefficients are calculated to be only due to the cosine
terms with respect to the CMB right ascension, Cuωi

, and the theory predicts no
perturbations in the quadrature term. Since our experiment is rotating clock wise
we can substitute 2ωs = −2ωR, and once we perform the integral and substitute
all the numeric values. Following this method we calculate the coefficients as
shown in Table 9.

The same five data sets were then re-analysed in the correct quadrature
with respect to the CMB, with the results listed with the coefficients in
Table 9. The measured and statistical uncertainty of PMM is determined to be
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Table 7. Coefficients Cωi and Sωi in (1) for the five frequencies of interest and their
relation to the components of the SME parameters κ̃e− and κ̃o+, derived using a short
data set approximation including terms up to first order in orbital velocity, where Φ0 is
the phase of the orbit since the vernal equinox. Note that for short data sets the upper
and lower sidereal sidebands are redundant, which reduces the number of independent
measurements to 5. To lift the redundancy, more than a year of data is required so
annual offsets may be de-correlated from the twice rotational and sidereal sidebands
listed

ωi Cωi Sωi

2ωR 0.21κ̃ZZ
e− -

2ωR + ω⊕ 2.5 × 10−5 sinΦ0κ̃
XY
o+ − cosΦ0

[
2.3 × 10−5κ̃XY

o+ − 1.0 × 10−5κ̃XZ
o+

]

−1.0 × 10−5 cosΦ0κ̃
Y Z
o+ −0.27κ̃Y Z

e−

−0.27 κ̃XZ
e−

2ωR + 2ω⊕ −2.1 × 10−5 cosΦ0κ̃
XZ
o+ −2.3 × 10−5 sinΦ0κ̃

XZ
o+

+2.3 × 10−5 sinΦ0κ̃
Y Z
o+ −2.1 × 10−5 cosΦ0κ̃

Y Z
o+ − 0.23 κ̃XY

e−

−0.11(κ̃XX
e− − κ̃Y Y

e− )

2ωR − ω⊕ −0.31C2ωR+ω⊕ 0.31S2ωR+2ω⊕

2ωR − 2ω⊕ 9.4 × 10−2C2ωR+2ω⊕ −9.4 × 10−2S2ωR+2ω⊕

Table 8. Results for the SME Lorentz violation parameters, assuming no cancellation
between the isotropy terms. κ̃e− (in 10−15) and first order boost terms κ̃o+ (in 10−11)
[12]

κ̃XY
e− κ̃XZ

e− κ̃Y Z
e− (κ̃XX

e− − κ̃Y Y
e− )

this work -0.63(0.43) 0.19(0.37) -0.45(0.37) -1.3(0.9)

from [13] -5.7(2.3) -3.2(1.3) -0.5(1.3) -3.2(4.6)

κ̃ZZ
e− κ̃XY

o+ κ̃XZ
o+ κ̃Y Z

o+

this work 21(57) 0.20(0.21) -0.91(0.46) 0.44(0.46)

from [13] − -1.8(1.5) -1.4(2.3) 2.7(2.2)

−0.9(2.0) × 10−10, which represents a factor of 7.5 improvement over previous
results 2.2(1.5) × 10−9 [10].

8 Summary

Rotating resonator experiments are emerging as one of the most sensitive types
of Local Lorentz Invariance tests in electrodynamics (also see other contribu-
tions within these proceedings). In this work we have analysed in detail such
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Table 9. Dominant coefficients in the RMS, using a short data set approximation
calculated from (48). The measured values of PMM (in 10−10) are shown together with
the statistical uncertainties in the bracket. From this data the measured and statistical
uncertainty of PMM is determined to be −0.9(2.0)×10−10, which represents more than
a factor of 7.5 improvement over previous results 2.2(1.5) × 10−9 [10]

ωi Cuωi PMM

2ωR + ω⊕ [−1.13 × 10−7 − 3.01 × 10−8 cosΦ0 −2.1(7.2)

+8.83 × 10−9 sinΦ0]PMM

2ωR − ω⊕ [3.51 × 10−8 + 9.31 × 10−9 cosΦ0 62.4(23.3)

−2.73 × 10−9 sinΦ0]PMM

2ωR + 2ω⊕ [4.56 × 10−7 − 1.39 × 10−8 cosΦ0 −1.3(2.1)

−7.08 × 10−8 sinΦ0]PMM

2ωR − 2ω⊕ [4.37 × 10−8 − 1.34 × 10−9 cosΦ0 −7.5(22.1)

−6.78 × 10−9 sinΦ0]PMM

experiments to putative Lorentz violation in both the RMS and SME frame-
works. In the RMS, rotating experiments only enhance the sensitivity to the
Michelson-Morley parameter, PMM , and are not sensitive to the Kennedy-
Thorndike, PKT , or Ives-Stilwell, PIS , parameters. In the SME non-rotating
resonator experiments in the laboratory test for four components of the κ̃e−
tensor and three components of the κ̃o+ tensor, with the scalar coefficient κ̃tr
and κ̃ZZe− unmeasurable. Rotation in the SME enhances the sensitivity to the
seven components and also allows the determination of the κ̃ZZe− component. We
have shown that all resonator experiment exhibit the same relative frequency
spectrum to the putative signal to within a multiplicative sensitivity factor, S.
This was utilized to compare the sensitivity of different FP and WG resonator
configurations, leading to the proposal of some new dual-mode resonator exper-
iments.

We applied the above analysis to our experiment at the University of West-
ern Australia, which is based on rotating cryogenic sapphire whispering gallery
mode microwave oscillators. In summary, we presented the first results of the
experiment, which we set bounds on 7 components of the SME photon sector
(Table 8) and PMM (Table 9) of the RMS framework up to a factor of 7.5 more
stringent than those obtained from previous experiments. We also set an upper
limit (2.1(5.7) × 10−14) on the previously unmeasured SME component κ̃ZZe− .
To further improve these results, tilt and environmental controls will be imple-
mented to reduce systematic effects. To remove the assumption that the κ̃o+
and κ̃e− do not cancel each other, data integration will continue for more than
a year.
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Abstract. We review our recent Michelson-Morley (MM) and Kennedy-Thorndike
(KT) experiment, which tests Lorentz invariance in the photon sector, and report first
results of our ongoing atomic clock test of Lorentz invariance in the matter sector.

The MM-KT experiment compares a cryogenic microwave resonator to a hydrogen
maser, and has set the most stringent limit on a number of parameters in alternative
theories to special relativity. In the Robertson-Mansouri-Sexl (RMS) framework our
experiment constrains 1/2 − βMS + δMS = (1.2 ± 2.2) × 10−9 and βMS − αMS − 1 =
(1.6±3.0)×10−7, which is of the same order as the best results from other experiments
for the former and represents a 70 fold improvement for the latter. In the photon sector
of the general Lorentz violating standard model extension (SME), our experiment limits
4 components of the κ̃e− parameter to a few parts in 10−15 and the three components
of κ̃o+ to a few parts in 10−11. This corresponds to an improvement by up to a factor
10 on best previous limits.

We also report first results of a test of Lorentz invariance in the SME matter sector,
using Zeeman transitions in a laser cooled Cs atomic fountain clock. We describe the ex-
periment together with the theoretical model and analysis. Recent experimental results
are presented and analyzed, including statistical uncertainties and a brief discussion of
systematic effects. Based on these results, we give a first estimate of components of the
c̃p parameters of the SME matter sector. A full analysis of systematic effects is still in
progress, and will be the subject of a future publication together with our final results.
If confirmed, the present limits would correspond to first ever measurements of some
c̃p components, and improvements by 11 and 14 orders of magnitude on others.

1 Introduction

One hundred years after Einstein’s first paper [1] special relativity is still stand-
ing up to all experimental tests and verifications. Over the last century a large
number of such tests have provided what is certainly one of the most solid exper-
imental bases of any present fundamental theory of physics. As a consequence

P. Wolf et al.: Recent Experimental Tests of Special Relativity, Lect. Notes Phys. 702, 451–478
(2006)
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special relativity is today underpinning all of present day physics, ranging from
the standard model of particle physics (including nuclear and atomic physics) to
general relativity and astronomy. That fact continues to push experimentalists
to search for new experiments, or improve on previous ones, in order to uncover a
possible violation of special relativity, as that would most certainly lead the way
to a new conception of physics and of the universe surrounding us. Additional
incentive for such tests comes from unification theories (e.g. string theories, loop
quantum gravity), some of which [2–4] suggest a violation of special relativity at
some, a priori unknown, level. Given the strong theoretical motivation for such
theories, but the lack of experimental data that would allow a more rigorous
selection among the candidate theories and the parameter space of each class of
such theories, any experimental results that could aid the theoretical efforts are
certainly welcome.

The fundamental hypothesis of special relativity is what Einstein termed the
“principle of relativity” [1], or in more modern terms Local Lorentz Invariance
(LLI) [5]. Loosely stated, LLI postulates that the outcome of any local test
experiment is independent of the velocity of the freely falling apparatus. LLI
can be viewed as a constituent part of the Einstein Equivalence Principle which
is fundamental to general relativity and all metric theories of gravitation [5]. The
experiments presented in this paper test some aspect of LLI, as characterized
in Lorentz violating theoretical frameworks like the ones briefly described in
Sect. 2.

We review and present two of our recent and ongoing experiments [7–9] that
test different aspects of LLI, analyzing and describing their outcome in two the-
oretical frameworks, the kinematical test theory of Robertson, Mansouri and
Sexl (RMS) [10, 11] and the Lorentz violating extension of the standard model
(SME) [12]. These experiments, a Michelson-Morley and Kennedy-Thorndike
test (Sect. 3), and an ongoing atomic clock test in the SME matter sector
(Sect. 4), are among the most precise LLI tests at present.

The vast majority of modern experiments that test LLI rely essentially on the
stability of atomic clocks and macroscopic resonators, therefore improvements
in oscillator technology have gone hand in hand with improved tests of LLI.
The experiments presented here are no exception. All of them employ clocks
and resonators developed and used primarily for other purposes (national and
international time scales, frequency calibration, etc.) but adapted for tests of
LLI.

2 Theoretical Frameworks

Numerous test theories that allow the modeling and interpretation of experi-
ments that test LLI have been developed. Kinematical frameworks [10, 11] pos-
tulate a simple parametrisation of the Lorentz transformations with experiments
setting limits on the deviation of those parameters from their special relativistic
values. A more fundamental approach is offered by theories that parametrise
the coupling between gravitational and non-gravitational fields (THεµ [5,15,16]
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or χg [17] formalisms) which allow the comparison of experiments that test
different aspects of the EEP. Finally, formalisms motivated by unification the-
ories [3, 12, 18] have the advantage of opening the way to experimental investi-
gations in the domain of the unification of gravity with the other fundamental
forces of nature. In this work we restrict ourselves to two theoretical frame-
works, the kinematical framework developed by Robertson, Mansouri and Sexl
(RMS) and the more recent standard model extension (SME) of Kostelcký and
co-workers.

By construction, kinematical frameworks do not allow for any dynamical ef-
fects on the measurement apparatus. This implies that in all inertial frames two
clocks of different nature (e.g. based on different atomic species) run at the same
relative rate, and two length standards made of different materials keep their rel-
ative lengths. Coordinates are defined by the clocks and length standards, and
only the transformations between those coordinate systems are modified. In gen-
eral this leads to observable effects on light propagation in moving frames but, by
definition, to no observable effects on clocks and length standards. In particular,
no attempt is made at explaining the underlying physics (e.g. modified Maxwell
and/or Dirac equations) that could lead to Lorentz violating light propagation
but leave e.g. atomic energy levels unchanged. On the other hand dynamical
frameworks (e.g. the THεµ formalism or the SME) in general use a modified
general Lagrangian that leads to modified Maxwell and Dirac equations and
hence to Lorentz violating light propagation and atomic properties, which is why
they are considered more fundamental and more complete than the kinematical
frameworks. Furthermore, as shown in [19], the SME is kept sufficiently general
to, in fact, encompass the kinematical frameworks and some other dynamical
frameworks (in particular the THεµ formalism) as special cases, although there
are no simple and direct relationships between the respective parameters.

2.1 The Robertson, Mansouri and Sexl Framework

Kinematical frameworks for the description of Lorentz violation have been pi-
oneered by Robertson [10] and further refined by Mansouri and Sexl [11] and
others. Fundamentally the different versions of these frameworks are equiva-
lent, and relations between their parameters are readily obtained. As mentioned
above these frameworks postulate generalized transformations between a pre-
ferred frame candidate Σ(T,X) and a moving frame S(t,x) where it is assumed
that in both frames coordinates are realized by identical standards. The trans-
formations of [11] (in differential form) for the case where the velocity of S as
measured in Σ is along the positive X-axis, and assuming Einstein synchroniza-
tion in S (in all of the following the choice of synchronization convention plays
no role) are

dT =
1
a

(
dt +

vdx

c2

)
; dX =

dx

b
+

v

a

(
dt +

vdx

c2

)
; dY =

dy

d
; dZ =

dz

d
(1)
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with c the velocity of light in vacuum in Σ, and v the velocity of S in Σ. In
special relativity αMS = −1/2;βMS = 1/2; δMS = 0 and (1) reduces to the usual
Lorentz transformations. Generally, the best candidate for Σ is taken to be the
frame of the cosmic microwave background (CMB) [20, 21] with the velocity of
the solar system in that frame taken as v� ≈377 km/s, decl. ≈−6.4◦, RA ≈11.2h.

Michelson-Morley type experiments [22] determine the coefficient PMM =
(1/2 − βMS + δMS) of the direction dependent term. For many years the most
stringent limit on that parameter was |PMM | ≤ 5×10−9 determined over 23 years
ago in an outstanding experiment [23]. Our experiment [8] confirms that result
with roughly equivalent uncertainty (2.2 × 10−9). Recently an improvement to
|PMM | ≤ 1.5×10−9 has been reported [25]. Kennedy-Thorndike experiments [24]
measure the coefficient PKT = (βMS −αMS − 1) of the velocity dependent term.
The most stringent limit [27] on |PKT | has been recently improved from [28] by
a factor 3 to |PKT | ≤ 2.1 × 10−5. Our experiment [8] improves this result by a
factor of 70 to |PKT | ≤ 3.0×10−7. Finally Ives-Stilwell experiments [26] measure
αMS. The most stringent result comes from the recent experiment of [14] which
improves by a factor 4 our 1997 results [6], limiting |αMS +1/2| to ≤ 2.2× 10−7.
The three types of experiments taken together then completely characterize any
deviation from Lorentz invariance in this particular test theory, with present
limits summarized in Table 1 (but note that Table 1 does not include new limits
reported in these proceedings).

Table 1. Present limits on Lorentz violating parameters in the framework of [11], not
including new limits reported in these proceedings

Reference αMS + 1/2 1/2 − βMS + δMS βMS − αMS − 1

Saathoff et al. 2003 [14] ≤ 2.2 × 10−7 – –

Müller et al. 2003 [25] – (2.2 ± 1.5) × 10−9 –

Braxmaier et al. 2002 [27] – – (1.9 ± 2.1) × 10−5

Wolf and Petit 1997 [6] ≤ 8 × 10−7 – –

Wolf et al. 2003 [8] – (1.2 ± 2.2) × 10−9 (1.6 ± 3.0) × 10−7

2.2 The Standard Model Extension

The general Lorentz violating Standard Model Extension (SME) was developed
relatively recently by Kostelecký and co-workers [12], motivated initially by pos-
sible Lorentz violating phenomenological effects of string theory [2]. It consists
of a parametrised version of the standard model Lagrangian that includes all
Lorentz violating terms that can be formed from known fields, and includes (in
its most recent version [29]) gravity.
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The fundamental theory of the SME as applied to electrodynamics is laid out
in [19] and summarized below. We use that approach to model the MM and KT
experiments in Sect. 3.2. For the discussion of the atomic clock experiment of
Sect. 4 the SME matter sector is relevant. Its application to atomic physics, and
in particular atomic clock experiments, is laid out in [30, 31] and summarized
below.

Generally, the SME characterizes a potential Lorentz violation using a num-
ber of parameters that are all zero in standard (non Lorentz violating) physics.
These parameters are frame dependent and consequently vary as a function of
the coordinate system chosen to analyze a given experiment. In principle they
may be constant and non-zero in any frame (e.g. the lab frame). However, any
non-zero values are expected to arise from Planck-scale effects in the early Uni-
verse. Therefore they should be constant in a cosmological frame (e.g. the one
defined by the CMB radiation) or any frame that moves with a constant velocity
and shows no rotation with respect to the cosmological one. Consequently the
conventionally chosen frame to analyze and compare experiments in the SME
is a sun-centered, non-rotating frame as defined in [19]. The general procedure
is to calculate the SME perturbation of the experimental observable in the lab
frame (or cavity frame, or atom frame) and then to transform the lab frame
SME parameters to the conventional sun-centered frame. This transformation
will introduce a time variation of the frequency related to the movement of the
lab with respect to the sun-centered frame (typically introducing time variations
of sidereal and semi-sidereal periods for an Earth fixed experiment).

SME Photon Sector

The photon sector of the SME is described by a Lagrangian that takes the form

L = −1
4
FµνF

µν +
1
2
(kAF )κεκλµνAλFµν − 1

4
(kF )κλµνFκλFµν (2)

where Fµν ≡ ∂µAν − ∂νAµ. The first term is the usual Maxwell part while the
second and third represent Lorentz violating contributions that depend on the
parameters kAF and kF . For most analysis the kAF parameter is set to 0 for
theoretical reasons (c.f. [19]), which is also well supported experimentally. The
remaining dimensionless tensor (kF )κλµν has a total of 19 independent compo-
nents that need to be determined by experiment. Retaining only this term leads
to Maxwell equations that take the familiar form but with D and H fields defined
by a general matrix equation

(
D
H

)
=

(
ε0(ε̃r + κDE)√

ε0
µ0

κHE

√
ε0
µ0

κDB

µ−1
0 (µ̃r

−1 + κHB)

)(
E
B

)
(3)

where the κ are 3 × 3 matrices whose components are particular combinations
of the kF tensor (c.f. equation (5) of [19]). If we suppose the medium of interest
has general magnetic or dielectric properties, then ε̃r and µ̃r are also 3 × 3
matrices. In vacuum ε̃r and µ̃r are identity matrices. Equation (3) indicates a
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useful analogy between the SME in vacuum and standard Maxwell equations in
homogeneous anisotropic media.

For the analysis of different experiments it turns out to be useful to introduce
further combinations of the κ matrices defined by:

(κ̃e+)jk =
1
2
(κDE + κHB)jk ,

(κ̃e−)jk =
1
2
(κDE − κHB)jk − 1

3
δjk(κDE)ll,

(κ̃o+)jk =
1
2
(κDB + κHE)jk ,

(κ̃o−)jk =
1
2
(κDB − κHE)jk ,

κ̃tr =
1
3
(κDE)ll . (4)

The first four of these equations define traceless 3×3 matrices, while the last
defines a single coefficient. All κ̃ matrices are symmetric except κ̃o+ which is
antisymmetric. These characteristics leave a total of 19 independent coefficients
of the κ̃.

In general experimental results are quoted and compared using the κ̃ pa-
rameters rather than the original kF tensor components. The 10 independent
components of the κ̃e+ and κ̃o− tensors, have been determined to ≤ 2 × 10−32

by astrophysical tests [19]. Of the 9 remaining independent components, 4 com-
ponents of κ̃e− and the 3 components of κ̃o+ have been bounded by the resonator
experiments reported here and in [9, 25] to parts in 1015 and 1011 respectively,
with our results improving by up to a factor 10 on the best previous ones (c.f.
Table 7). The scalar κ̃tr has been bounded recently by our SME analysis [13] of
the experiment of [14] to parts in 10−5. In [13] we also propose several interfer-
ometer and resonator experiments that could improve the limit on κ̃tr to parts
in 1011 and the limits on κ̃o+ to parts in 1015. Finally, the remaining component
κ̃ZZe− is undetermined at present as it is not accessible to Earth fixed experi-
ments. However, it should be accessible to experiments that are rotating in the
laboratory, like the ones reported elsewhere in these proceedings, which should
yield the first limits on that parameter and thereby complete the coverage of
the parameter space in the SME photon sector. Present limits are summarized
in Table 2 (not including new limits reported in these proceedings).

SME Matter Sector

In the matter sector, the SME modifies the Lagrangian of a spin 1/2 fermion
[30,40] via a number of parameterized Lorentz violating terms. When applied to
atomic physics, this leads to a perturbation of the standard model Hamiltonian
parametrised by 40 parameters for each fundamental particle (proton, neutron,
electron), which in turn leads to a shift of the atomic energy levels and atomic
transition frequencies (see [30, 31] for details). Quite generally, the energy level
shifts can be expressed in the form
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Table 2. Present limits on Lorentz violating parameters in the SME photon sector,
not including new limits reported in these proceedings

Parameter κ̃e+ κ̃o− κ̃e− (κ̃ZZ
e− ) κ̃o+ κ̃tr

No. of components 5 5 4 1 3 1

Limits 10−32 10−32 10−15 – 10−11 10−5

Reference [19] [19] [9, 25] – [9, 25] [13]

∆E = m̂F (Ee
d + Ep

d + En
d ) + m̃F (Ee

q + Ep
q + En

q ) (5)

where Ed and Eq are energies given below, the superscripts e, p, n stand for
electron, proton and neutron and m̂F and m̃F are defined as

m̂F :=
mF

F
, m̃F :=

3m2
F − F (F + 1)

3F 2 − F (F + 1)
. (6)

In general ∆E of (5) will be time varying as the energies Ew
d , Ew

q (w stands
for e, p, n) depend on the orientation of the angular momentum of w with respect
to the fixed stars (best approximation to the frame in which symmetry breaking
took place in the early universe). Of particular interest will be (see Sect. 4)
Zeeman sublevels with mF �= 0 in which case the orientation of the quantization
axis (quantization magnetic field) is relevant, so one can expect variations of ∆E
at sidereal and semi-sidereal frequencies due to the precession of the quantization
axis with the rotation of the Earth.

The energies in (5) are [30]

Ew
d = βw b̃

w
3 + δwd̃

w
3 + κwg̃

w
d

Ew
q = γw c̃

w
q + λwg̃

w
q . (7)

In (7) the tilde quantities have the dimensions of energy and represent labo-
ratory frame combinations of the SME parameters that need to be determined
by experiment. They are time varying at sidereal and semi-sidereal frequencies as
they are obtained by transforming the constant sun-centered-frame parameters
to the laboratory frame. The other coefficients in (7) are constant and depend
on the nuclear and electronic structure of the atom. Explicit expressions can be
found in [30], with their values calculated for certain atoms and states (including
the 133Cs atom of interest to our experiment) in [31].

Our experiment (see Sect. 4) is sensitive to c̃pq . When transforming to the sun-
centered-frame this parameter is a time varying combination of 8 constant SME
parameters (c̃Q, c̃−, c̃X , c̃Y , c̃Z , c̃TX , c̃TY , c̃TZ), which are generally used [30,31]
to state and compare experimental results (see Table 3). In some publications
[42, 43] the results are stated in terms of dimensionless sun-frame parameters
related to the c̃ parameters by (c.f. [31] Appendix B)
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Table 3. Orders of magnitude of present limits (in GeV) on Lorentz violating para-
meters in the SME matter sector and corresponding references. Expected uncertainties
from the experiment reported in Sect. 4 are given in brackets

Parameter Proton Neutron Electron References

b̃X , b̃Y 10−27 10−31 10−29 [44–46]

b̃Z - - 10−28 [46]

b̃T , g̃T , H̃JT , d̃±, - 10−27 - [41]

d̃Q, d̃XY , d̃Y Z

d̃XZ - - -

d̃X , d̃Y 10−25 10−29 10−22 [30, 30,41]

d̃Z - - -

g̃DX , g̃DY 10−25 10−29 10−22 [30, 30,41]

g̃DZ - - -

g̃JK - - -

g̃c - 10−27 - [41]

g̃−, g̃Q, g̃TJ - - -

c̃− (10−25) 10−27 10−19 [9, 25,30,42]

c̃Q (10−25) 10−11 - 10−9 [14, 43]

c̃X , c̃Y (10−25) 10−25 10−19 [9, 25,30,42]

c̃Z (10−25) 10−27 10−19 [9, 25,30,42]

c̃TJ (10−19) 10−8 - 10−6 [14, 43]

c̃Q = mc2(cXX + cY Y − 2cZZ)
c̃− = mc2(cXX − cY Y ) (8)
c̃J = mc2|εJKL|cKL
c̃TJ = mc2(cTJ + cJT )

where m is the mass of the particle (mn, mp, or me), indices J,K,L run over
sun-frame spatial coordinates X,Y,Z and the totally antisymmetric tensor εJKL
is defined with εXY Z = +1.

Existing bounds on the 40 parameters for each particle (n,p,e) come from
clock comparison and magnetometer experiments using different atomic species
( [31] and references therein, [41]), from resonator experiments (including our
experiments described in Sect. 3 as analyzed recently by Müller) [9, 25, 42], and
from analysis of Ives-Stilwell (Doppler-shift) experiments [14,43]. They are sum-
marized in Table 3 below. The expected results of our present experiment (see
Sect. 4) are given in Table 3 in brackets. They correspond to first measurements
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of some parameters and an improvement by 11 and 14 orders of magnitude on
others.

3 Michelson-Morley and Kennedy-Thorndike Tests

In this section we review the results [7–9] of our experiment that compares
the frequencies of a cryogenic sapphire oscillator (CSO) and a hydrogen maser
atomic clock. Both devices operate at microwave frequencies and are run and
compared continuously for timekeeping purposes at the Paris observatory. We use
that data to carry out Michelson-Morley and Kennedy-Thorndike experiments,
searching for a dependence of the difference frequency on the orientation and/or
the velocity of the CSO with respect to a prefered frame candidate.

The heart of the experiment is a monolithic sapphire crystal of cylindrical
shape, about 5 cm diameter and 3 cm height. The resonance frequency is de-
termined by exciting a so called Whispering Gallery mode, corresponding to a
standing wave set up around the perimeter of the cylinder (see Fig. 1 and [8]
for a detailed description). In our case the excited mode is a TE mode at 11.932
GHz, with dominant radial electric and vertical magnetic fields corresponding
to propagation (Poynting) vectors in both directions around the circumference.
The CSO is an active system oscillating at the resonant frequency (i.e. a classical
loop oscillator which amplifies and re-injects the “natural” resonator signal). Ad-
ditionally the signal is locked to the resonance using the Pound-Drever technique
(modulation at ≈80 kHz). The incident power is stabilized in the cryogenic en-
vironment and the spurious AM modulation is minimized using a servo loop. To
minimize temperature sensitivity the resonator is heated (inside the 4 K environ-
ment) and stabilized to the temperature turning point (≈6 K) of the resonator
frequency which arises due to paramagnetic impurities in the sapphire. Under
these conditions the loaded quality factor of the resonator is slightly below 109.

Fig. 1. Magnitude of the Hz field calculated for the WG14,0,0 mode in a sapphire disk
resonator. The r-φ and r-z planes are represented. The inner caustic is shown, and the
mode can be approximated as two guided waves propagating in opposite directions
around the azimuth
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The resonator is kept permanently at cryogenic temperatures, with helium refills
taking place about every 20–25 days.

The CSO is compared to a commercial (Datum Inc.) active hydrogen maser
whose frequency is also regularly compared to caesium and rubidium atomic
fountain clocks in the laboratory [32]. The CSO resonant frequency at 11.932
GHz is compared to the 100 MHz output of the hydrogen maser. The maser signal
is multiplied up to 12 GHz of which the CSO signal is subtracted. The remaining
≈67 MHz signal is mixed to a synthesizer signal at the same frequency and the
low frequency beat at ≈64 Hz is counted, giving access to the frequency difference
between the maser and the CSO. The instability of the comparison chain has
been measured at ≤ 2 × 10−14τ−1, with long term instabilities dominated by
temperature variations, but not exceeding 10−16.

3.1 Results in the RMS Framework

In the RMS framework our experiment sets the most stringent limit for Kennedy-
Thorndike experiments (improving by a factor 70 over previous results) and is
among the most precise Michelson-Morley tests (see Table 1). Those results were
reported in [7, 8] and are summarized here.

In the RMS framework the frequency of a resonator in the lab frame S is
proportional to tc

−1 where tc is the return travel time of a light signal in the
resonator. Setting c2dT 2 = dX2 + dY 2 + dZ2 in the preferred frame Σ, and
transforming according to (1) we find the coordinate travel time of a light signal
in S:

dt =
dl

c

(
1 − (βMS − αMS − 1)

v2

c2
−
(

1
2
− βMS + δMS

)
sin2θ

v2

c2

)
+ O(4) (9)

where dl =
√

dx2 + dy2 + dz2 and θ is the angle between the direction of light
propagation and the velocity v of S in Σ.

Calculating tc from (9) the relative frequency difference between the sapphire
oscillator and the hydrogen maser (which, by definition, realizes coordinate time
in S [33]) is

∆ν(t)
ν0

= PKT
v(t)2

c2
+ PMM

v(t)2

c2
1
2π

∫ 2π

0

sin2θ(t, ϕ)dϕ + O(3) (10)

where ν0 is the unperturbed frequency, v(t) is the (time dependent) speed of
the lab in Σ, and ϕ is the azimuthal angle of the light signal in the plane of the
cylinder. The periodic time dependence of v and θ due to the rotation and orbital
motion of the Earth with respect to the CMB frame allow us to set limits on the
two parameters in (10) by fitting the periodic terms of appropriate frequency
and phase (see [35] for calculations of similar effects for several types of oscillator
modes). Given the limited durations of our data sets (≤16 days) the dominant
periodic terms arise from the Earth’s rotation, so retaining only those we have
v(t) = u + ω × R with u the velocity of the solar system with respect to the
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CMB, ω the angular velocity of the Earth, and R the geocentric position of the
lab. We then find after some calculation.

∆ν

ν0
= PKT (Hsinλ) (11)

+PMM (Acosλ + Bcos(2λ) + Csinλ + Dsinλcosλ + Esinλcos(2λ))

where λ = ωt+φ, and A to E and φ are constants depending on the latitude and
longitude of the lab (≈48.7◦N and 2.33◦E for Paris). Numerically H ≈−2.6 ×
10−9, A ≈−8.8 × 10−8, B ≈1.8 × 10−7, C to E of order 10−9. We note that
in (11) the dominant time variations of the two combinations of parameters
are in quadrature and at twice the frequency which indicates that they should
decorelate well in the data analysis allowing a simultaneous determination of
the two (as confirmed by the correlation coefficients given below). Fitting this
simplified model to our data we obtain results that differ by less than 10% from
the results presented below that were obtained using the complete model ((10)
including the orbital motion of the Earth).

For the RMS analysis we use 13 data sets in total spanning Sept. 2002 to Aug.
2003, of differing lengths (5 to 16 days, 140 days in total). The sampling time
for all data sets was 100 s except two data sets with τ0 = 12 s. To make the data
more manageable we first average all points to τ0 = 2500 s. For the data analysis
we simultaneously fit (using weighted least squares, WLS, c.f. [8]) an offset and
a rate (natural frequency drift, typically ≈1.7 × 10−18 s−1) per data set and
the two parameters of the model (10). In the model (10) we take into account
the rotation of the Earth and the Earth’s orbital motion, the latter contributing
little as any constant or linear terms over the durations of the individual data
sets are absorbed by the fitted offsets and rates.

Figure 2 shows the resulting values of the two parameters (PKT and PMM )
for each individual data set. A global WLS fit of the two parameters and the 13
offsets and drifts yields PMM = (1.2± 1.9)× 10−9 and PKT = (1.6± 2.3)× 10−7

(1σ uncertainties), with the correlation coefficient between the two parameters
less than 0.01 and all other correlation coefficients <0.06. The distribution of
the 13 individual values around the ones obtained from the global fit is well
compatible with a normal distribution (χ2 = 10.7 and χ2 = 14.6 for PMM and
PKT respectively).

Systematic effects at diurnal or semi-diurnal frequencies with the appropri-
ate phase could mask a putative sidereal signal. The statistical uncertainties of
PMM and PKT obtained from the WLS fit above correspond to sidereal and
semi-sidereal terms (from (11)) of ≈7 × 10−16 and ≈4 × 10−16 respectively so
any systematic effects exceeding these limits need to be taken into account in
the final uncertainty. We expect the main contributions to such effects to arise
from temperature, pressure and magnetic field variations that would affect the
hydrogen maser, the CSO and the associated electronics, and from tilt variations
of the CSO which are known to affect its frequency (see Sect. 3.2 for a detailed
discussion). Our final uncertainties (the error bars in Fig. 2) are the quadratic
sums of the statistical uncertainties from the WLS adjustment for each data set
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Fig. 2. Values (published in [8]) of the two parameters (PKT and PMM ) from a fit to
each individual data set (blue diamonds) and a global fit to all the data (red squares).
For comparison the previous results published in [7] are also shown (green triangles).
The error bars indicate the combined uncertainties from statistics and systematic effects

and the systematic uncertainties calculated for each data set from (11). For the
global adjustment we average the systematic uncertainties from the individual
data sets obtaining ±1.2 × 10−9 on PMM and ±1.9 × 10−7 on PKT .

In the RMS framework, our experiment simultaneously constrains two com-
binations of the three parameters of the Mansouri and Sexl test theory (previ-
ously measured individually by Michelson-Morley and Kennedy-Thorndike ex-
periments). We obtain δMS−βMS+1/2 = 1.2(1.9)(1.2)×10−9 which is of the same
order as the best previous results [23,25], and βMS−αMS−1 = 1.6(2.3)(1.9)×10−7

which improves the best previous limit [27] by a factor of 70 (the first bracket in-
dicates the 1σ uncertainty from statistics the second from systematic effects). We
note that our value on δMS−βMS+1/2 is compatible with the slightly significant
recent result of [25] who obtained δMS − βMS + 1/2 = (2.2 ± 1.5) × 10−9.

As a result of our experiment the Lorentz transformations are confirmed in
the RMS framework (c.f. Table 1) with an overall uncertainty of ≤3×10−7 limited
by our determination of βMS − αMS − 1 and the recent limit [14] of 2.2 × 10−7

on the determination of αMS. The latter is likely to improve in the coming years
by experiments such as ACES (Atomic Clock Ensemble in Space [36]) that will
compare ground clocks to clocks on the international space station aiming at a
10−8 measurement of αMS.
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3.2 Results in the SME

In the SME our experiment sets the presently most stringent limits on a number
of photon sector parameters, improving previous results [25] by up to an order
of magnitude. These results were first published in [9] and are reproduced here.

The SME perturbed frequency of a resonator can be calculated from equation
(3) in the form (c.f. [19])

∆ν

ν0
= − 1

〈U〉

∫

V

d3x

(
ε0E0

∗ · κDE · E0 − µ−1
0 B0

∗ · κHB · B0

+ 2Re
(√

ε0
µ0

E0
∗ · κDB · B0

))
(12)

where B0,H0,E0,D0 are the unperturbed (standard Maxwell) fields and 〈U〉 =∫
V
d3x(E0 · D0

∗ + B0 · H0
∗). Note that, as shown in [30], the frequency of the

H-maser is not affected to first order (because it operates on mF = 0 states)
and [37] shows that the perturbation of the frequency due to the modification
of the sapphire crystal structure (and hence the cavity size) is negligible with
respect to the direct perturbation of the e-m fields.

The resonator is placed in the lab with its symmetry axis along the vertical.
Applying (12) in the lab frame (z-axis vertical upwards, x-axis pointing south),
with the fields calculated using a finite element technique as described in [8], we
obtain an expression for the frequency variation of the resonator

∆ν

ν0
= (MDE)xxlab ((κDE)xxlab + (κDE)yylab) + (MDE)zzlab(κDE)zzlab

+(MHB)xxlab ((κHB)xxlab + (κHB)yylab) + (MHB)zzlab(κHB)zzlab (13)

with the Mlab components given in Table 4. To obtain the values in Table 4 we
take into account the fields inside the resonator (c.f. [8]) and outside (≤2% of
the energy).

Table 4. Mlab components calculated using (12) and a finite element technique for
the determination of the fields inside the resonator (see [8] for details)

(MDE)xx
lab (MDE)zz

lab (MHB)xx
lab (MHB)zz

lab

−0.03093 −0.0004030 0.008408 0.4832

The last step is to transform the κ tensors in (13) to the conventional sun-
centered frame using the explicit transformations provided in [19], and to express
the result in terms of the κ̃ tensors of (4). We obtain

ν − ν0

ν0
=
∑

i

Cicos(ωiT⊕ + ϕi) + Sisin(ωiT⊕ + ϕi) (14)



464 P. Wolf et al.

Table 5. Coefficients Ci and Si in (1) for the six frequencies ωi of interest and their
relation to the components of the SME parameters κ̃e− and κ̃o+, with ω⊕ and Ω⊕ the
angular frequencies of the Earth’s sidereal rotation and orbital motion. The measured
values (in 10−16) are shown together with the statistical (first bracket) and systematic
(second bracket) uncertainties.

ωi Ci Si

ω⊕ −Ω⊕ (−8.6 × 10−6)κ̃Y Z
o+ (8.6 × 10−6)κ̃XZ

o+ − (4.2 × 10−5)κ̃XY
o+

ω⊕ −0.44κ̃XZ
e− + (1.1 × 10−6)κ̃XZ

o+ −0.44κ̃Y Z
e− + (1.1 × 10−6)κ̃Y Z

o+

ω⊕ + Ω⊕ (−8.6 × 10−6)κ̃Y Z
o+ (8.6 × 10−6)κ̃XZ

o+ + (1.8 × 10−6)κ̃XY
o+

2ω⊕ −Ω⊕ (−1.8 × 10−5)κ̃XZ
o+ (−1.8 × 10−5)κ̃Y Z

o+

2ω⊕ −0.10(κ̃XX
e− − κ̃Y Y

e− ) −0.19κ̃XY
e−

2ω⊕ + Ω⊕ (7.8 × 10−7)κ̃XZ
o+ (7.8 × 10−7)κ̃Y Z

o+

ω⊕ −Ω⊕ −6.9(4.2)(4.5) 6.7(4.2)(4.5)

ω⊕ 14(4.2)(4.2) 2.4(4.2)(4.2)

ω⊕ + Ω⊕ −6.0(4.2)(4.2) 2.7(4.2)(4.2)

2ω⊕ −Ω⊕ 3.7(2.4)(3.7) −2.9(2.4)(3.7)

2ω⊕ 3.1(2.4)(3.7) 11(2.4)(3.7)

2ω⊕ + Ω⊕ 0.0(2.4)(3.7) −1.2(2.4)(3.7)

where ν0 is the unperturbed frequency difference, the sum is over the six fre-
quencies ωi of Table 5, the coefficients Ci and Si are functions of the Lorentz
violating tensors κ̃e− and κ̃o+ (see Table 5), T⊕ = 0 on December 17, 2001,
18:05:16 UTC, ϕω⊕ = ϕ2ω⊕ = 0 and ϕ(ω⊕±Ω⊕) = ϕ(2ω⊕±Ω⊕) = ±4.682 rad.
To obtain the relations of Table 5 between Ci, Si and the SME parameters we
have assumed zero values for the 10 independent components of the κ̃e+ and κ̃o−
tensors, as those have been determined to ≤2×10−32 by astrophysical tests [19].

To determine all 7 SME parameters appearing in Table 5 one requires over
a year of data in order to be able to decorrelate the annual sidebands from the
sidereal and twice sidereal frequencies. To do so we have extended the data to
20 data sets in total, spanning Sept. 2002 to Jan. 2004, of differing lengths (5 to
20 days, 222 days in total). The sampling time for all data sets was 100 s.

For the statistical analysis we first average the data to 2500 s sampling time
and then simultaneously fit the 20 rates and offsets and the 12 parameters Ci

and Si of (14) to the complete data using two statistical methods, weighted
least squares (WLS), which allows one to account for non-white noise processes
(cf. [7]), and individual periods (IP) as used in [25]. The two methods give similar
results for the parameters (within the uncertainties) but differ in the estimated
uncertainties (the IP uncertainties are a factor ≈1.2 larger). Because IP discards
a significant amount of data (about 10% in our case) we consider WLS the
more realistic method and retain those results as the statistical uncertainties
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shown in Table 5. We note that we now have sufficient data to decorrelate all
12 parameters (Ci, Si) i.e. the WLS correlation coefficients between any two
parameters or between any parameter and the fitted offsets and rates are all less
than 0.20.

To investigate the distributions of our results we fit the coefficients Ci and
Si to each one of the 20 data sets individually with the results at the sidereal
and semi-sidereal frequencies ω⊕ and 2ω⊕ shown in Fig. 3. If a genuine effect
at those frequencies was present we would expect correlated phases of the indi-
vidual points in Fig. 3, but this does not seem to be supported by the data. A
distribution of the phases may result from an effect at a neighboring frequency,
in particular the diurnal and semi-diurnal frequencies ω⊕−Ω⊕ and 2(ω⊕−Ω⊕)
at which we would expect systematic effects to play an important role. Figure 4
shows the amplitudes Aω =

√
C2
ω + S2

ω resulting from least squares fits for a
range of frequencies, ω, around the frequencies of interest. We note that the
fitted amplitudes at ω⊕ − Ω⊕ and 2(ω⊕ − Ω⊕) are substantially smaller than
those at ω⊕ and 2ω⊕ and therefore unlikely to contribute to the distribution of
the points in Fig. 3.

Systematic effects at the frequencies ωi could mask a putative Lorentz vio-
lating signal in our experiment and need to be investigated in order to be able to
confirm such a signal or to exclude it within realistic limits. We have extensively
studied all systematic effects arising from environmental factors that might af-
fect our experiment. The resulting estimated contributions at the two central
frequencies ω⊕, 2ω⊕ and at the diurnal frequency ω⊕ − Ω⊕ are summarized in
Table 6. The contributions at ω⊕ + Ω⊕ and 2ω⊕ ± Ω⊕ are not shown as they
are identical to those at ω⊕ and 2ω⊕ respectively.

We have compared the Hydrogen-maser (HM) used as our frequency refer-
ence to our highly stable and accurate Cs fountain clocks (FO2 and FOM).
For example, the amplitudes at ω⊕ and 2ω⊕ of the HM-FOM relative fre-

Fig. 3. Fitted sine and cosine amplitudes at ω⊕ and 2ω⊕ for each data set (blue
squares) and the complete data (red diamonds, with statistical errors). For clarity the
error bars of the individual data sets have been omitted
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Table 6. Contributions from systematic effects to the amplitudes Ai (parts in 1016)
at three frequencies ωi

Effect ω⊕ −Ω⊕ ω⊕ 2ω⊕

H-maser < 5 < 5 < 5

Tilt 3 3 1

Gravity 0.3 0.3 0.3

B-field < 0.1 < 0.1 < 0.1

Temperature < 1 < 1 < 1

Atm. Pressure 2.3 0.3 0.4

Total 6.4 5.9 5.2

quency difference over June-July 2003 were Aω⊕ = (4.8 ± 4.7) × 10−16 and
A2ω⊕ = (4.3±4.7)×10−16. This indicates that any environmental effects on the
HM at those frequencies should be below 5 parts in 1016 in amplitude. This is
in good agreement with studies on similar HMs carried out in [38] that limited
environmental effects to < 3 to 4 parts in 1016.

To estimate the tilt sensitivity we have intentionally tilted the oscillator
by ≈5 mrad off its average position which led to relative frequency variations of
≈3×10−13 from which we deduce a tilt sensitivity of ≈6×10−17µrad−1. This is in
good agreement with similar measurements in [39] that obtained sensitivities of
≈4×10−17µrad−1. Measured tilt variations in the lab at diurnal and semi-diurnal
periods show amplitudes of 4.6 µrad and 1.6 µrad respectively which leads to
frequency variations that do not exceed 3 × 10−16 and 1 × 10−16 respectively.

From the measurements of tilt sensitivity one can deduce the sensitivity to
gravity variations (cf. [39]), which in our case lead to a sensitivity of ≈3 ×
10−10g−1. Tidal gravity variations can reach ≈10−7g from which we obtain a

Fig. 4. Fitted Amplitudes Aω for a range of frequencies around the six frequencies ωi

of interest (indicated by arrows)
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maximum effect of 3 × 10−17, one order of magnitude below the effect from tilt
variations.

Variations of the ambient magnetic field in our lab. are dominated by the
passage of the Paris Metro, showing a strong periodicity (“quiet” periods from
1 am to 5 am). The corresponding diurnal and semi-diurnal amplitudes are
1.7× 10−4 G and 3.4× 10−4 G respectively for the vertical field component and
about 10 times less for the horizontal one. To determine the magnetic sensitivity
of the CSO we have applied a sinusoidal vertical field of 0.1 G amplitude with
a 200 s period. Comparing the CSO frequency to the FO2 Cs-fountain we see
a clear sinusoidal signal (S/N > 2) at the same period with an amplitude of
7.2 × 10−16, which leads to a sensitivity of ≈7 × 10−15 G−1. Assuming a linear
dependence (there is no magnetic shielding that could lead to non-linear effects)
we obtain effects of only a few parts in 10−18.

Late 2002 we implemented an active temperature stabilization inside an iso-
lated volume (≈15m3) that includes the CSO and all the associated electronics.
The temperature is measured continously in two fixed locations (behind the
electronics rack and on top of the dewar). For the best data sets the measured
temperature variations do not exceed 0.02/0.01 K in amplitude for the diurnal
and semi-diurnal components. A least squares fit to all our temperature data
(taken simultaneously with our frequency measurements) yields amplitudes of
Aω⊕ = 0.020 K and A2ω⊕ = 0.018 K with similar values at the other frequencies
ωi of interest, including the diurnal one (Aω⊕−Ω⊕ = 0.022 K). Inducing a strong
sinusoidal temperature variation (≈0.5 K amplitude at 12 h period) leads to no
clearly visible effect on the CSO frequency. Taking the noise level around the
12 h period as the maximum effect we obtain a sensitivity of <4× 10−15 per K.
Using this estimate we obtain effects of <1 × 10−16 at all frequencies ωi.

Finally we have investigated the sensitivity of the CSO to atmospheric pres-
sure variations. To do so we control the pressure inside the dewar using a variable
valve mounted on the He-gas exhaust. During normal operation the valve is open
and the CSO operates at ambient atmospheric pressure. For the sensitivity deter-
mination we have induced a sinusoidal pressure variation (≈14 mbar amplitude
at 12 h period), which resulted in a clearly visible effect on the CSO frequency
corresponding to a sensitivity of ≈6.5×10−16 mbar−1. We have checked that the
sensitivity is not significantly affected when changing the amplitude of the in-
duced pressure variation by a factor 3. A least squares fit to atmospheric pressure
data (taken simultaneously with our frequency measurements) yields amplitudes
of Aω⊕ = 0.045 mbar and A2ω⊕ = 0.054 mbar with similar values at the other
frequencies ωi of interest, except the diurnal one for which Aω⊕−Ω⊕ = 0.36 mbar.
The resulting effects on the CSO frequency are given in Table 6.

Our final results for the 7 components of κ̃e− and κ̃o+ are obtained from a
least squares fit to the 12 measured coefficients of Table 5. They are summarized
and compared to the results of [25] in Table 7.

We note that our results for κ̃XYe− and κ̃XZe− are significant at about 2σ, while
those of [25] are significant at about the same level for (κ̃XXe− − κ̃Y Ye− ). The two
experiments give compatible results for κ̃XZe− (within the 1σ uncertainties) but
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Table 7. Results for the components of the SME Lorentz violation parameters κ̃e−
(in 10−15) and κ̃o+ (in 10−11)

κ̃XY
e− κ̃XZ

e− κ̃Y Z
e− (κ̃XX

e− − κ̃Y Y
e− )

from [25] 1.7(2.6) −6.3(12.4) 3.6(9.0) 8.9(4.9)

this work −5.7(2.3) −3.2(1.3) −0.5(1.3) −3.2(4.6)

κ̃XY
o+ κ̃XZ

o+ κ̃Y Z
o+

from [25] 14(14) −1.2(2.6) 0.1(2.7)

this work −1.8(1.5) −1.4(2.3) 2.7(2.2)

not for the other two parameters, so the measured values of those are unlikely
to come from a common source. Another indication for a non-genuine effect
comes from Figs. 3 and 4, as we would expect any genuine effect to show an
approximately coherent phase for the individual data sets in Fig. 3 and to display
more prominent peaks in Fig. 4.

In conclusion, we have not seen any Lorentz violating effects in the general
framework of the SME, and set limits on 7 parameters of the SME photon sector
(cf. Table 7) which are up to an order of magnitude more stringent than those
obtained from previous experiments [25]. Two of the parameters are significant
(at ≈2σ). We believe that this is most likely a statistical coincidence or a ne-
glected systematic effect. To verify this, our experiment is continuing and new,
more precise experiments are under way [35].

4 Atomic Clock Test of Lorentz Invariance
in the SME Matter Sector

For this experiment we use one of the laser cooled fountain clocks operated at
the Paris observatory, the 133Cs and 87Rb double fountain FO2 [47]. We run it
in Cs mode on the |F = 4〉 ↔ |F = 3〉 hyperfine transition of the 6S1/2 ground
state. Both hyperfine states are degenerate, with Zeeman substates mF = [−4, 4]
and mF = [−3, 3] respectively. The clock transition used in routine operation
is |F = 4,mF = 0〉 ↔ |F = 3,mF = 0〉 at 9.2 GHz, which is magnetic field
independent to first order. The first order magnetic field dependent Zeeman
transitions (|F = 4,mF = i〉 ↔ |F = 3,mF = i〉 with i = ±1,±2,±3) are used
regularly for measurement and characterization of the magnetic field, necessary
to correct the second order Zeeman effect of the clock transition. In routine
operation the clock transition frequency stability of FO2 is 1.6 × 10−14τ−1/2,
and its accuracy 7×10−16 [47,48], the best performance of any clock at present.

In the presence of Lorentz violation the SME frequency shift of a Cs |F =
4,mF 〉 ↔ |F = 3,mF 〉 transition, arising from the energy level shifts described
in Sect. 2.2, has been calculated explicitly in [31]. It can be written in the form
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Table 8. Coefficients entering (15) for a 133Cs |F = 4,mF 〉 ↔ |F = 3,mF 〉 transition.
Kp = 〈p2〉/m2

p for the Schmidt proton and Ke = 〈p2〉/m2
e for the valence electron, with

Kp ≈10−2 and Ke ≈10−5 [31]

βp δp κp γp λp βe δe κe sp
1 sp

2 se
1

7
9

− 7
33

Kp
28
99

Kp − 1
9
Kp 0 −1 1

3
Ke − 1

3
Ke − 1

14
mF − 1

14
m2

F
1
2
mF

�(δωSME) = sp1

(
βpb̃

p
3 − δpd̃

p
3 + κpg̃

p
d

)
+ sp2

(
γpc̃

p
q − λpg̃

p
q

)

+se1

(
βeb̃

e
3 − δed̃

e
3 + κeg̃

e
d

)
(15)

where the tilde quantities are the SME matter sector parameters described in
Sect. 2.2. The quantities βw, δw, κw, γw, λw depend on the nuclear and electronic
structure, and are given in table II of [31]. The s coefficients result from the appli-
cation of the Wigner-Eckhart theorem and are also given in [31]. All coefficients
entering (15) are summarized in Table 8.

From (15) and Table 8 we notice that all mF �= 0 Zeeman transitions are
sensitive to a violation of Lorentz symmetry, but not the mF = 0 clock transition.
So in principle a direct measurement of one of the Zeeman transitions with
respect to the clock transition (used as the reference) can yield a test of Lorentz
invariance. The sensitive axis of the experiment is defined by the direction of the
quantization magnetic field used to separate the Zeeman substates (vertical in
the case of FO2), hence the rotation of the earth provides a modulation of the
Lorentz violating signal at sidereal and semi-sidereal frequencies, which could be
searched for in the data.

However, in such a direct measurement the first order Zeeman shift of the
mF �= 0 transition would be the dominant error source and largely degrade the
sensitivity of the experiment. The complete frequency shift of a Cs hyperfine
Zeeman transition is [49]

δω = δωSME + mFK
(1)
Z B +

(
1 − m2

F

16

)
K

(2)
Z B2 + ∆ (16)

where δωSME is the SME frequency shift given by (15), B is the magnetic
field seen by the atom, K

(1)
Z = 44.035 rad s−1 nT−1 is the first order Zeeman

coefficient, K
(2)
Z = 2685.75 rad s−1 T−2 is the second order coefficient, and ∆

is the shift due to other systematic effects. In (16) the diurnal and semi-diurnal
variations of B would mimic a putative Lorentz violating signal appearing in the
sidereal and semi-sidereal variations of δωSME and render such a measurement
very uncertain.

A somewhat cleverer strategy is to take advantage of the linear dependence
on mF of the first order Zeeman shift but quadratic dependence on mF of one
of the SME terms (the sp2 term in (15)). That implies that when measuring
“simultaneously” the mF = 3, mF = −3, and mF = 0 transitions and forming
the observable (ω+3+ω−3−2ω0) one should obtain a quantity that is independent
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of the first order Zeeman shift, but still shows a deviation from zero and a sidereal
and semi-sidereal modulation in the presence of Lorentz violation. Using (15) and
(16) this observable is

(ω+3 + ω−3 − 2ω0) =
1
7
Kpc̃

p
q + K

(2)
Z(obs)B

2 + ∆(obs) (17)

where K
(2)
Z(obs) and ∆obs are now the second order Zeeman coefficient and cor-

rection from other systematic effects for the complete observable.
The first term of (17) characterizes a possible Lorentz violation in the SME

and is time varying when transforming the lab frame parameter c̃pq to the conven-
tional sun-centered frame. The general form of that transformation yields [31]

c̃pq = B̃ + C̃ω⊕cos(ω⊕t) + S̃ω⊕sin(ω⊕t) + C̃2ω⊕cos(2ω⊕t) + S̃2ω⊕sin(2ω⊕t) (18)

where ω⊕ is the frequency of rotation of the Earth. The coefficients B̃, C̃ω⊕ , S̃ω⊕ ,
C̃2ω⊕ , S̃2ω⊕ are functions of the 8 constant sun frame SME parameters c̃pX , c̃pY ,
c̃pZ , c̃pQ, c̃p−, c̃pTX , c̃pTY , c̃pTZ (see [31] for details) with the three c̃pTJ components
suppressed by a factor vR/c ≈10−6 related to the velocity vR of the lab due to
the rotation of the Earth.

The observable we use (17) should be independent of any long term (>few
seconds) variations of the first order Zeeman effect and therefore any sidereal or
semi-sidereal variation of the observable would be the result of Lorentz violation,
if it exceeds the measurement noise and the limits imposed by other systematic
effects (see below).

The FO2 setup is sketched in Fig. 5. Cs atoms effusing from an oven are
slowed using a counter propagating laser beam and captured in a lin ⊥ lin opti-
cal molasses. Atoms are cooled by six laser beams supplied by preadjusted fiber

Fig. 5. Schematic view of an atomic fountain
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couplers precisely attached to the vacuum tank and aligned along the axes of
a 3 dimensional coordinate system, where the (111) direction is vertical. Com-
pared to typical clock operation [47], the number of atoms loaded in the optical
molasses has been reduced to 2 × 107 atoms captured in 30 ms.

Atoms are launched upwards at 3.94 m.s−1 by using a moving optical mo-
lasses and cooled to ∼1 µK in the moving frame by adiabatically decreasing
the laser intensity and increasing the laser detuning. Atoms are then selected
by means of a microwave excitation in the selection cavity performed in a bias
magnetic field of ∼20 µT, and of a push laser beam. Any of the |F = 3,mF 〉
states can be prepared with a high degree of purity (few 10−3) by tuning the
selection microwave frequency. 52 cm above the capture zone, a cylindrical cop-
per cavity (TE011 mode) is used to probe the |F = 3,mF 〉 ↔ |F = 4,mF 〉
hyperfine transition at 9.2 GHz. The Ramsey interrogation method is performed
by letting the atomic cloud interact with the microwave field a first time on
the way up and a second time on the way down. After the interrogation, the
populations NF=4 and NF=3 of the two hyperfine levels are measured by laser
induced fluorescence, leading to a determination of the transition probability
P = NF=3/(NF=3 + NF=4) which is insensitive to atom number fluctuations.
One complete fountain cycle from capture to detection lasts 1045 ms in the
present experiment. From the transition probability, measured on both sides of
the central Ramsey fringe, we compute an error signal to lock the microwave
interrogation frequency to the atomic transition using a digital servo loop. The
frequency corrections are applied to a computer controlled high resolution DDS
synthesizer in the microwave generator. These corrections are used to measure
the atomic transition frequency with respect to the local reference signal used
to synthesize the microwave frequency.

The homogeneity and the stability of the magnetic field in the interrogation
region is a crucial point for the experiment. A magnetic field of 200 nT is pro-
duced by a main solenoid (length 815 mm, diameter 220 mm) and a set of 4
compensation coils. These coils are surrounded by a first layer of 3 cylindrical
magnetic shields. A second layer is composed of 2 magnetic shields surrounding
the entire experiment (optical molasses and detection zone included). Between
the two layers, the magnetic field fluctuations are sensed with a flux-gate magne-
tometer and stabilized by acting on 4 hexagonal coils. The magnetic field in the
interrogation region is probed using the |F = 3,mF = 1〉 ↔ |F = 4,mF = 1〉
atomic transition with a sensitivity of 7.0084 Hz.nT−1. Measurements of the
transition frequency as a function of the launch height show a peak to peak spa-
tial variation of 230 pT over a range of 320 mm above the interrogation cavity.
Measurements of the same transition as a function of time at the launch height
of 791 mm show a magnetic field instability near 2 pT at τ =1 s as indicated in
Fig. 6. The long term behavior exhibits residual variations of the magnetic field
induced by temperature fluctuations which could cause variations of the current
flowing through solenoid, of the solenoid geometry, of residual thermoelectric
currents, of the magnetic shield permeability, etc.
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Fig. 6. Magnetic field instability as a function of integration time τ

The experimental sequence is tailored to circumvent the limitation that the
long term magnetic field fluctuations could cause. First |F = 3,mF = −3〉
atoms are selected and the |F = 3,mF = −3〉 ↔ |F = 4,mF = −3〉 transition
is probed at half maximum on the red side of the resonance (0.528 Hz below
the resonance center). The next fountain cycle, |F = 3,mF = +3〉 atoms are
selected and the |F = 3,mF = +3〉 ↔ |F = 4,mF = +3〉 transition is also
probed at half maximum on the red side of the resonance. The third fountain
cycle, |F = 3,mF = −3〉 atoms are selected and the |F = 3,mF = −3〉 ↔
|F = 4,mF = −3〉 transition is probed at half maximum on the blue side of
the resonance (0.528 Hz above the resonance center). The fourth fountain cycle,
|F = 3,mF = +3〉 atoms are selected and the |F = 3,mF = +3〉 ↔ |F =
4,mF = +3〉 transition is probed on the blue side of the resonance. This 4180 ms
long sequence is repeated so as to implement two interleaved digital servo loops
finding the line centers of both the |F = 3,mF = −3〉 ↔ |F = 4,mF = −3〉
and the |F = 3,mF = +3〉 ↔ |F = 4,mF = +3〉 transitions. With this method,
magnetic field fluctuations over timescales longer than 4 s are filtered in the
comparison between the two transition frequencies. Every 400 fountain cycles,
the above sequence is interrupted and the regular clock transition |F = 3,mF =
0〉 ↔ |F = 4,mF = 0〉 is measured for 10 s allowing for an absolute calibration of
the local frequency reference with a suitable statistical uncertainty. The overall
statistical uncertainty of the experiment is dominated by the short term (τ ≤4 s)
magnetic field fluctuations (Fig. 6).

We have taken data implementing the experimental sequence described above
over a period of 21 days starting on march 30, 2005. The complete raw data (no
post-treatment) is shown in Fig. 7, each point representing a ≈432 s measurement
sequence of ω+3 + ω−3 − 2ω0 as described above. Figure 8 shows the frequency
stability of the last continuous stretch of data (≈10 days). We note the essentially
white noise behavior of the data on Fig. 8, indicating that the experimental
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Fig. 7. Raw data of the measurements of (ω+3 + ω−3 − 2ω0) spanning ≈21 days

Fig. 8. Frequency stability of the last ≈10 days of the data in Fig. 7

sequence successfully rejects all long term variations of the magnetic field or of
other perturbing effects.

According to (16) the frequency of the observable should be the sum of the
putative Lorentz violating signal and of the second order Zeeman and other
possible systematic corrections. Figure 7 shows a clear offset of the data from



474 P. Wolf et al.

zero, which, using a least squares fit, is found to be (−5.5 ± 0.1) mHz with a
very slight linear drift of (−1.8 ± 1.0) × 10−7 mHz s−1.

For our magnetic field of 202.65 nT the second order Zeeman correction of
the ω+3 + ω−3 − 2ω0 observable is −2.0 mHz. This only partly explains the
offset observed in the data. The remaining part is most likely due to the differ-
ential influence of the magnetic field on the mF = ±3 transitions, resulting from
slightly different trajectories of the atoms in the different mF states and mag-
netic field inhomogeneities (residual first order Zeeman effect). Such differences
in the trajectories could be due to differences in the trapping and/or launching
of the atoms, related to the slightly different response of the Zeeman substates
to the trapping fields. To check this hypothesis we have looked at the time of
flight (TOF) of the atoms as a function of mF . An offset of ≈150 µs between
the mF = +3 and mF = −3 TOF is observed. We are presently studying this
effect in more detail (Monte Carlo simulations using the magnetic field map,
tests with mF = ±1 and mF = ±2 states, longer term observation of the TOF
difference and its variation, etc.) in order to be able to completely characterize
its influence on the offset in Fig. 7, and its variation at sidereal and semi-sidereal
frequencies.

In this paper we provide, as a preliminary results, only the values and statis-
tical uncertainties of the coefficients Cω⊕ , Sω⊕ , C2ω⊕ , and S2ω⊕ obtained from
a model of the form

1
2π

(ω+3 + ω−3 − 2ω0) = A t + B + Cω⊕cos(ω⊕t) + Sω⊕sin(ω⊕t) (19)

+ C2ω⊕cos(2ω⊕t) + S2ω⊕sin(2ω⊕t) ,

and the corresponding order of magnitude limits we expect for the c̃p parameters
(cf. (17), (18)) of the SME.

Figure 9 shows the amplitudes Aω =
√

C2
ω + S2

ω of least squares fits for
a range of frequencies including the two frequencies of interest. We note no
particularly significant peak at any frequency, and even less so at the frequencies
of interest. A least squares fit at those frequencies yields the results shown in
Table 9. The correlation coefficients between any two of the four parameters in
Table 9 do not exceed 0.07.

From (17), (18) and table I of [31] we deduce orders of magnitude for the
limits on the c̃p parameters of the SME (see Table 3). We expect to obtain limits
on two combinations of the five parameters c̃pX , c̃pY , c̃pZ , c̃pQ, c̃p− at a level of 10−25

GeV, and two combinations of the three parameters c̃pTX , c̃pTY , c̃pTZ at a level of
10−19 GeV.

Table 9. Results of the least squares fit of (19) to our complete data. Units are 10−5

Hz

Cω⊕ Sω⊕ C2ω⊕ S2ω⊕

−5.3 ± 7.3 −10.1 ± 7.2 −3.2 ± 7.2 2.7 ± 7.2
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Fig. 9. Fitted Amplitudes Aω for a range of frequencies around the frequencies of
interest (indicated by arrows)

In summary, we have carried out an experiment using Zeeman transitions in
a cold atom 133Cs fountain clock to test Lorentz invariance in the framework
of the matter sector of the SME. In this paper we give a detailed description
of the experiment and the theoretical model, we show our data and statistics,
and we discuss our still ongoing investigation of systematic effects. Pending the
outcome of that investigation and a more detailed theoretical analysis of our
experimental results (explicit transformation of c̃pq for our case), we provide only
first estimates of the limits that our experiment can set on linear combinations of
8 SME matter sector parameters for the proton. These limits would correspond
to first ever measurements of some parameters, and improvements by 11 and 14
orders of magnitude on others. A complete analysis (including systematics) of
our experiment with final results for the SME parameters and their uncertainties
will be the subject of a near future publication.

5 Conclusion

One hundred years after the publication of Einstein’s original paper [1] special
relativity, and its fundamental postulate of Lorentz invariance (LLI) are still as
“healthy” as in their first years, in spite of theoretical work (unification theories)
that hint towards a violation of LLI, and tremendous experimental efforts to find
such a violation. Our experiments over the last years have provided some of the
most stringent tests of LLI [6–9], but have nonetheless only joined the growing
number of experiments in scientific history that measure zero deviation from
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LLI, albeit with an ever decreasing uncertainty. In spite of that, experimental
tests of LLI are continuing along two lines: decrease of the uncertainties (see
for example the contributions on rotating Michelson-Morley experiments in this
volume) on one hand, and new types of experiments, e.g. the atomic clock test
reported here, on the other.

In this paper we have presented a review of our recent Michelson-Morley
and Kennedy-Thorndike experiment (Sect. 3), and reported first results of our
ongoing experiment that tests Lorentz invariance in the matter sector using a
cold Cs atomic fountain clock (Sect. 4). We have briefly described the two theo-
retical frameworks used to model and analyze our experiments (the Robertson-
Mansouri-Sexl (RMS) framework and the standard model extension (SME)),
and derived experimental limits on a number of parameters of those frame-
works. When compared to other experiments those limits are the most stringent
at present for several parameters (see tables 1, 2, 3).

The next generation of Michelson-Morley experiments are based on similar
technology as our experiment (Sect. 3) or the equivalent approach at optical
frequencies [25], but take advantage of active rotation of the experiment (see the
corresponding contributions in this volume). Rotation of the experiment (typi-
cally at about 0.1 Hz) allows much faster data integration and places the signal
modulation frequency close to the optimum where resonators are the most stable.
It is expected that such experiments will lead to order(s) of magnitude improve-
ments on orientation dependent parameters in the theoretical frameworks, but
they present no advantage for only velocity dependent parameters. For exam-
ple, in the RMS rotating experiments are likely to provide new, more stringent
limits for the Michelson-Morley parameter (PMM = 1/2 − βMS + δMS) but no
improvements on the Kennedy-Thorndike one (PKT = βMS − αMS − 1). So we
expect our (and other) present limits on PMM to be significantly improved, but
we see no obvious way of improving on our present limit on PKT in the near
future.

Several improvements of our clock test of LLI in the SME matter sector
(Sect. 4) are possible. For example, using the unique capability of our double
fountain (FO2) to run on both, Cs and Rb, we expect to be able to use Cs as
the SME sensitive species and Rb (which is less sensitive to the SME [31]) as the
magnetic field probe. In that way we should be able to perform magnetic field
independent measurements that could improve on our present results, and allow
access to other SME parameters that we are insensitive to with our present set
up. Also, rotation of the experiment could provide a method for faster modu-
lation of the signal but is unpractical in an Earth bound laboratory. However,
space missions with onboard atomic clocks are well suited for such a test. In
particular the European ACES (Atomic Clock Ensemble in Space) mission [36],
scheduled for flight on the international space station (ISS) in 2009, seems very
promising in this respect. It will include a laser cooled Cs clock (PHARAO)
with expected performance at least equivalent to our FO2, but with the orien-
tation of its quantization field axis modulated at a 90 min period (ISS orbital
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period) rather than 24 hr as in our case. This should allow for much faster data
integration and significant improvement on the limits presented here.
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1 Introduction

The Ives-Stilwell experiment – measuring the time dilation relation γSR =
(1 − β2)−1/2 – is one of the three classic experiments to test Special Rela-
tivity. Together with the interferometric tests of the velocity-independence as
well as the isotropy of the speed of light, governed by the Michelson-Morley
and the Kennedy-Thorndike experiment, respectively, the Ives-Stilwell experi-
ment entirely establishes Special Relativity on an experimental basis and re-
places Einsteins postulates [1]. While the interferometric experiments are ‘null-
experiments’ looking for deviations of the constancy of the speed of light, the
time dilation test provides a positive measurement based on a Lorentz boost.
It was Einstein who proposed already in 1907 to look for the time dilation ef-
fect by observing the Doppler-shifted wavelength of light emitted by excited fast
atoms perpendicularly to the motion. In this direction, the classical Doppler ef-
fect vanishes leaving pure time dilation. However, it turned out that this scheme
is difficult to implement as already small deviations of the observation angle
from 90 degree would cause frequency shifts due to the classical Doppler effect
which varies linearly around π/2. It took another 31 years until Ives and Stilwell
performed the first measurement. Contrary to Einsteins idea they observed the
Doppler shifts not perpendicularly but in forward and in backward direction of
the atomic motion. This scheme provides different advantages. First, the classi-
cal Doppler shift vanishes in this scheme because it is of equal magnitude but
opposite in sign in both directions of observation. Secondly, the measurement
is less sensitive to small misalignments as the classical Doppler shift varies only
quadratically around 0 and π. And finally, as two frequencies are measured, both
the time dilation factor as well as the atoms’ velocity can be extracted to an
accuracy given by the frequency uncertainty. When observing perpendicularly,
the velocity has to be determined separately to provide a test of the time di-
lation relation. In the next section the principle of the Ives-Stilwell experiment

G. Saathoff et al.: Experimental Test of Time Dilation by Laser Spectroscopy on Fast Ion Beams,
Lect. Notes Phys. 702, 479–492 (2006)
DOI 10.1007/3-540-34523-X 17 c© Springer-Verlag Berlin Heidelberg 2006
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will be presented. Section 3 deals with the implementation of this experiment
at a heavy ion storage ring. This will include the role of the ions used and a
brief discussion of the basic properties of the TSR storage ring in Heidelberg as
relevant for the experiment. Moreover the experimental setup is described and
two types of spectroscopy are investigated. Finally the current status is given
together with future prospects.

2 Principle of the Ives Stilwell Experiment

In the original Ives-Stilwell experiment [2] excited hydrogen atoms in canal rays
are used as clocks moving at a velocity β = v/c = 0.005 with respect to the
laboratory frame Slab. The Doppler-shifted frequencies νp and νa of the Hβ line
are measured in parallel (ϑp = 0) and antiparallel (ϑa = π) direction with respect
to β, using a grating spectrometer. Within Special Relativity the respective
Doppler-shifts are given by the relativistic Doppler-formula, ν0 = γSR(β2) · (1−
β cosϑp,a)νp,a, which is a direct consequence of time dilation. ν0 is the frequency
of the transition in the system Srest, in which the hydrogen atom is at rest.
Multiplication of these equations yields the velocity-independent relation νpνa =
ν2
0 , since the Special Relativity time dilation factor γ2

SR(β2) obeys γ2
SR(β2) · (1−

β2) = 1.
Possible deviations of time dilation from γSR can be quantified using the

kinematical test theory by Robertson [1], which was later modified by Mansouri
and Sexl [3]. Allowing the existence of a hypothetical preferred frame Σ(T,X),
in which the speed of light c0 is assumed to be isotropic, they consider gener-
alized Lorentz transformations between Σ and a frame S(t,x) moving relative
to Σ at a velocity V along the X axis. Using Einstein synchronization, these
transformations read

T = Γ

(
t

â
+

V x

b̂ c20

)

; (1)

X = Γ

(
x

b̂
+

V t

â

)
; Y =

y

d̂
; Z =

z

d̂

with Γ = (1 − V 2/c20)
− 1

2 . Due to the abolition of the relativity principle these
transformations are in general only valid with respect to Σ and not between two
arbitrary, constantly moving reference frames. The velocity-dependent test func-
tions â(V 2), b̂(V 2), and d̂(V 2) modify time dilation as well as Lorentz contrac-
tion in longitudinal and transverse direction. They reduce to â(V 2) = b̂(V 2) =
d̂(V 2) = 1 in case SR holds. For most experiments these functions can be re-
duced to three velocity-independent parameters α̂, β̂, and δ̂ in the low-velocity
limit: â(V 2) = [1 + α̂V 2/c20 + O(c−4

0 )], b̂(V 2) = [1 + β̂V 2/c20 + O(c−4
0 )], and

d̂(V 2) = [1 + δ̂V 2/c20 + O(c−4
0 )].

In this test theory, the speed of light c(θ, V ) in the moving frame S,
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c(θ, V )
c0

= 1 + (β̂ − δ̂)
V 2

c0
sin2(θ) + (α̂− β̂)

V 2

c0
(2)

is in general not constant, but depends on the angle θ between the direction
of c(θ, V ) and the motion of the moving frame S as well as on the velocity
V between Σ and S. The Michelson-Morley experiment [4] is sensitive to an
anisotropy of the speed of light thus determining the parameter combination
|β̂− δ̂| and the Kennedy-Thorndike experiment [5] tests the velocity-dependence
of c described by |α̂− β̂|. The Ives-Stilwell experiment independently measures
the parameter α̂ that describes time dilation.

A detailed analysis of the latter within the Mansouri–Sexl test theory has
been carried out in [6] and shows that a non-vanishing test parameter α̂ would
modify the outcome of the Ives-Stilwell experiment as

νpνa

ν2
0

= 1 + 2 α̂ (β2 + 2βlab · β) + O(c−4), (3)

with βlab = V/c0. The β2 term allows to determine α̂ absolutely without having
to rely on the precise knowledge of βlab (at least as long as β is larger than βlab),
while the 2βlabβ term gives access to α̂ via sidereal modulations. To derive α̂
from the latter, βlab is usually regarded as the velocity of the earth with respect
to the cosmic microwave background rest frame, which provides a plausible but
not necessary candidate for a preferred reference frame.

The original IS experiment provided an upper bound of |α̂| < 1× 10−2 from
the β2 term. Later, significant improvements have been achieved using laser
techniques instead of conventional spectrometers; two-photon spectroscopy on
a β = 0.0036 neon atomic beam has set an absolute bound of |α̂| < 2.3 ×
10−6 [7] and, considering the 3 K cosmic microwave background rest frame as
the preferred one (βlabc ≈350 km/s), even |α̂| < 1.4× 10−6 [8] from the limit on
sidereal variations. A different way of testing time dilation was carried out by P.
Wolf [9]. In this work, GPS data was analyzed leading to |α̂| < 1 × 10−6 from
sidereal variations.

3 Ives-Stilwell Experiment at Storage Rings

A further improvement of this limit has been made possible by the development
of heavy-ion storage rings like the TSR in Heidelberg [10], which provide high-
quality particle beams at a considerably higher velocity. In this work, two differ-
ent approaches of Doppler-free spectroscopy have been investigated, saturation
spectroscopy on a closed two-level system and Λ-spectroscopy on a three-level
system.

3.1 7Li+ Ions as Moving Clocks

For the Doppler shift measurement, the ions used as moving clocks are required
to have a transition in the optical region, which is accessible by lasers from
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Fig. 1. Level-scheme of the triplet system in 7Li+, which is ortho-heliumlike. It contains
a closed Λ-system, which is used for Doppler-free Λ-spectroscopy, and a closed two-level
system suitable for saturation spectroscopy

forward and backward direction even for large Doppler shifts. Furthermore, this
transition should be narrow to allow for high resolution spectroscopy and its rest-
frame frequency must be known to high accuracy. These requirements restrict
the experiment to the heliumlike 7Li+ ion. It has a strong optical transition
2s 3S1 → 2p 3P2 at 548.5 nm in the metastable triplet system shown in Fig. 1.
The lower level of this transition lies 59 eV above the singlet ground state. It has a
radiative lifetime of 50 seconds in vacuum, which is, however, decreased to about
15 seconds mainly by stripping due to collisions with the rest gas when stored
in the TSR at a typical rest gas pressure of 5× 10−11 mbar. The lifetime of the
upper level is 43 ns [11] corresponding to a natural linewidth of the transition of
3.8 MHz. Both Doppler-shifted transition frequencies νa and νp lie in the optical
region, even for very high ion velocities of β = 0.4 which will be accessible at the
ESR storage ring of the Gesellschaft für Schwerionenforschung in Darmstadt.
The 7Li+ ion has a nuclear spin of 3/2 leading to the hyperfine structure shown
in Fig. 1. The splittings between these hyperfine structure components are of
the order of 10 to 20 GHz in the 3S1 and 3P2 levels, which is larger than the
Doppler width caused by the velocity distribution of the ion beam. Therefore,
the transitions 2s 3S1(F = 5/2) → 2p 3P2(F = 5/2) and 2s 3S1(F = 3/2) →
2p 3P2(F = 5/2) form a closed three-level Λ-system, and the 2s 3S1(F = 5/2) →
2p 3P2(F = 7/2) transition provides a closed two-level system.

Both level schemes have been used for Doppler shift measurements. The
Λ-system is well suited for optical-optical double resonance spectroscopy as
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described in Sect. 3.4, and the two-level system makes saturation spectroscopy
possible. This is described in Sect. 3.5.

3.2 The Heidelberg Test Storage Ring (TSR)

The TSR basically consists of 4 pairs of 2 45-degree dipole magnets, which bend
the ions on a closed orbit with a circumference of about 55 m. 20 magnetic
quadrupole lenses accomplish the focusing of the beam. The velocity at which Li
ions can be stored in the TSR is limited to β = 0.064 by the maximum magnetic
rigidity of the TSR dipoles of 1.5 Tm. It leads to Doppler shifts of the 548 nm
transition to 514 nm in the parallel and 585 nm in the antiparallel direction,
respectively. The ion beam at the corresponding energy of 13.3 MeV is provided
by a tandem Van-de-Graaff accelerator. Starting with negative Li-ions, about
10% of the ions emerge in the metastable 3S1 state of Li+ from the gas stripper
at the terminal of the accelerator and typically 108 ions are injected into the
TSR. Shortly after finishing the injection process, typical parameters of the ion
beam in the experimental section are a diameter of 2 cm, a divergence of 2 mrad
and a longitudinal energy spread of σp/p = 2×10−3, making a precise frequency
measurement impossible. To improve its brilliance, the ion beam is subjected to
electron cooling during the whole measurement. The Coulomb interaction of the
ions with a cold electron beam, co-moving at the same speed over a length of
1.5 m, leads to a friction force in both the longitudinal and the transverse direc-
tion. As a result, not only the longitudinal velocity spread is strongly decreased,
but also the beam diameter as well as the divergence shrink by a factor of 40.
At equilibrium, which is reached after about 7 s of cooling, the ion beam in the
ion-laser interaction region (see Fig. 2) has a σ-width of ≈250 µm, a σ-divergence
of ≈50 µrad, and a longitudinal momentum spread of σp/p = 3.5 × 10−5. The
latter leads to a Doppler-width of the transition of about 2.5 GHz (FWHM),
which is much smaller than the hyperfine splittings of the involved levels [12].
Moreover due to the friction force, the ions adapt the velocity of the electrons,
which allows for an accurate control and stabilization of the ion velocity. To
compensate for remaining slow drifts of the mean ion velocity, which are due
to small variations of the acceleration voltage of the electrons in the electron
cooler, the ion beam is moderately bunched by applying a sinusoidal rf-voltage
at the 3rd harmonic of the average revolution frequency. The ions are confined in
a resulting co-moving pseudopotential, which fixes and controls the revolution
frequency and, consequently, the ion velocity.

3.3 The Experimental Setup

Figure 2 shows the experimental setup at the TSR. The blue-shifted light at
514 nm, overlapped parallel to the ion beam, is provided by a fixed-frequency Ar+

laser. It is first locked to a high-finesse Fabry-Perot cavity in order to compensate
for short-term fluctuations. Long-term stabilization and frequency calibration is
accomplished by locking the laser to a well-known hyperfine structure line in
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Fig. 2. Setup of the experiment at the ion storage ring TSR (from [14])

127I2 using saturation spectroscopy. Containing all systematic errors in the laser
stabilization, the uncertainty of the Ar+ laser frequency amounts to 61 kHz.

The red-shifted 585 nm light for the parallel excitation is provided by a
tunable dye laser. It has a linewidth of below 1 MHz and is scanned across
the 7Li+ resonance, typically over a range of 200 MHz. In order to determine
the frequency of the scanning laser, saturation spectroscopy is performed on a
suitable 127I2 hyperfine structure line simultaneously to the Li+ spectroscopy.

To minimize the error in the frequency calibration, the dye as well as the
Ar+ laser beam going into the TSR are passed through acousto-optic frequency
shifters in order to shift the Lamb dip very close to the frequency of the I2 line,
used for the calibration of the dye laser. The acousto-optic modulators are addi-
tionally used to chop the laser beams going to the TSR at frequencies of several
kHz using rf-switches. The two laser beams are then merged with a dichroic mir-
ror and guided to the TSR by a single-mode polarization-maintaining fiber. The
bichromatic beam is then expanded in an achromatic telescope, directed through
the experimental section of the TSR, and retro-reflected by a plane mirror. Both
laser beams are linearly polarized in the same direction and their intensities are
matched to balance laser forces on the ion beam. The focus of the bichromatic
beam is placed onto the mirror in order to mode-match the incoming and the re-
flected beam. Three photomultipliers at different positions along the interaction
region detect the fluorescence from the Lithium ions.

3.4 Optical-Optical Double Resonance Spectroscopy

To derive time dilation from observations of the Doppler shifts in parallel and
antiparallel direction, the classical part of the Doppler effect has to be overcome.
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Fig. 3. Λ-resonance taken with to photomultipliers at different positions along the
interaction beam line. The signal from PMT2 is scaled to match the PMT1 signal at
the wings. The additional fluorescence seen in PMT2 stems from ions interacting with
both legs of the Λ within one passage through the interaction region

The first method that was applied to do a first order Doppler free measurement
was optical-optical double resonance spectroscopy on the Λ-system shown in
Fig. 1. Each laser beam is tuned into resonance with one of the legs of the Λ.
Only when both lasers are on resonance with an ion, strong fluorescence is ob-
served, as a single resonant laser quickly pumps the ion into the other, “dark”
ground state. Due to the narrow bandwidths of the lasers they can only be si-
multaneously in resonance with a narrow velocity class, yielding (to first order)
a Doppler-free “Λ-resonance”. In resonance condition (3), ν0 has to be replaced
by the product ν1ν2 of the transition frequencies involved in the Λ. The first
storage ring test of time dilation has employed this method in 1994 and has set
the thitherto best absolute bound of |α̂| < 8× 10−7 [12]. The result was limited
by the large observed linewidth of the Λ-resonance of almost 30 MHz4, compared
to a natural width of 3.8 MHz. To understand this broadening, a more detailed
investigation of the double resonance spectroscopy has been performed. Figure 3
shows a measurement of the Λ-resonance with two photomultipliers located at
different positions along the beam line (PMT1 and PMT2 in Fig. 2). After sub-
traction of the background from both spectra, the signal of PMT2 could be scaled
to perfectly match the PMT1-signal in the wings, but revealing additional flu-
orescence in the peak center. We interpret the broad background fluorescence,
showing the same shape in both photomultiplier signals, as stemming from ions
that have been pumped dark by any of the lasers before, but come back into res-
onance with the other laser because of velocity changes they experience during
several to many roundtrips in the storage ring. The extra fluorescence seen by
PMT2 stems from ions interacting with both lasers during one passage through
4 Note that the observed width of the resonance is twice the actual linewidth as only

one of the lasers is scanned.
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(b)+(c)

(a)

Fig. 4. Λ-resonance taken with a laser chopping frequency of 200 kHz. Upper panel:
Spectrum with both lasers on simultaneously (trace a) and sum of the spectra with the
lasers on separately (trace b+c). Lower panel: Difference signal fitted with a Lorentzian

the interaction region. The reason, why PMT2 sees more of this “true” Λ-signal
is that it is located further downstream, so that most of the dark-pumped ions
will interact with the resonant laser shortly after entering the interaction region.
This interpretation is further confirmed by a quasi-simultaneous measurement
of 3 spectra taken with different laser configurations. The lasers are switched be-
tween these configurations with the AOMs at a frequency in the kHz to 100 kHz
range. One spectrum (a), taken with both lasers on simultaneously, provides the
complete Λ-signal. Two spectra (b) and (c) are taken with the lasers switched
on separately and contain the fluorescence stemming only from ions that change
their velocity slower than the chopping, but lack the “true” Λ-signal as well as
the fluorescence from the fast velocity changes. Figure 4 (upper panel) shows
spectrum (a) as well as the sum of (b) and (c), which is drawn with an offset
for clarity. The lower panel shows the difference, which basically contains the
true signal and can well be fitted with a Lorentzian. Moreover Fig. 5 shows that,
as we increase the chopping frequency, the difference signal becomes narrower,
because faster velocity-changes are detected in the sum spectrum and therefore
subtracted.

Due to the necessity to subtract most of the signal, the remaining undis-
turbed resonance shows to be rather weak limiting the accuracy of a frequency
measurement.
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Fig. 5. Difference spectra of Λ-resonances taken at different chopping frequencies.
With increasing frequency, fluorescence due to faster velocity-changes are subtracted
from the total Λ-signal

3.5 Saturation Spectroscopy

In order to circumvent the problems associated with the Λ-spectroscopy, we in-
stead applied saturation spectroscopy on the 7Li+ 23S1(F = 5/2) −→ 23P2(F =
7/2) two-level transition. The laser intensities are chosen equal and sufficiently
high to saturate the transition leading to a nonlinear dependence of the fluores-
cence rate on the intensity. The narrow-bandwidth lasers are in general talking
to ions of different velocity classes, so that their fluorescence yields simply add
up. Only when both lasers are on resonance with the same velocity class, the
ions are saturated and the corresponding total fluorescence yield is less, leading
to a narrow Lamb dip. The main difference of the saturation spectroscopy on
ion beams in storage rings as compared to gas cells is the particle density. Due
to the high laser intensities required to saturate the transition, correspondingly
strong laser forces on the ions are unavoidable. While the resulting changes in
the velocity distribution, which could influence the shape of the fluorescence
background, are quickly leveled out in gas cells due to the high scattering rate,
velocity changes in the ion beam can prevail considerably longer and thus distort
the background and the Lamb dip. Therefore, we chose the laser intensities to
be equal in order to balance these forces rather than applying one pump and one
probe beam like commonly done in gas cells. Moreover due to the low absorption,
we have to detect the fluorescence as this is much more sensitive. In contrast
to the Λ-type measurement, saturation spectroscopy requires the interaction of
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Fig. 6. Fluorescence signal observed with PMT3 for a multiple scan of the Lamb
dip. Spectrum (a) is plotted with an offset for clarity. The zero of the frequency scale
corresponds to the position of the iodine reference line. (from [14])

both lasers with an individual ion within the time-scale of the spontaneous decay
of the excited state, which is 43 ns. Velocity-changing processes occur on longer
time-scales and, hence, do not influence the width of the Lamb dip.

However, the Lamb dip lies on a large fluorescence background which is de-
creasing during a laser scan due to the exponential decay of the metastable ions.
We therefore decouple the laser scan cycle from the ion injection cycle by taking
only a non-integer part of the spectrum (46 of the 200 data points of one laser
scan) at each injection. The laser scan is stopped and a fresh ion beam is injected
and prepared in the storage ring, on which the next 46 data points are taken.
Figure 6 (trace b) shows a run containing 82 laser scans where the exponential
decay is largely averaged out. To account for the remaining fluctuations in the
fluorescence signal, which are mainly due to varying ion numbers from different
injections, the Doppler background is measured quasi-simultaneously with the
Lamb dip using the same chopping scheme as for the Λ spectroscopy. Trace (b)
shows the spectrum taken with both lasers on. It contains the Doppler back-
ground together with the Lamb dip. Trace (a) is the sum of the spectra recorded
with the lasers on separately and it contains the Doppler background only. The
difference of (a) and (b) (trace c) shows the pure Lamb dip.

Several systematic error sources have been studied. First we investigated
the influence of the laser forces on the spectrum by varying the laser intensity.
Fig. 7 shows a slight dependence of the Lamb dip position δν on the total
laser intensity. We attribute this to local changes in the velocity distribution
caused by the laser forces that occur faster than our background subtraction
time scale which is set by the chopping frequency of 5 kHz. To account for
the residual effect, we extrapolate the resonance frequency to zero intensity by
fitting δν = δνL + mIκ with m, κ and δνL as fit parameters, yielding an almost
linear dependence (κ = 0.93) with a frequency offset at intensity zero of δνL =
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Fig. 7. Frequency offset of the Lamb dip from the I2 reference line as a function of
the total laser intensity I = Ia + Ip with the respective parallel and antiparallel laser
intensities Ip and Ia kept equal. The laser switching frequency is 5 kHz (from [14])

1550±460 kHz relative to the iodine line. For future experiments, we will increase
the chopping frequency to 50 kHz, which has recently proven to largely remove
the intensity dependence. Figure 8 shows a comparison of the two measurements
done wit 5 kHz and 50 kHz, respectively. For fast chopping, a linear as well as a
constant fit to the data yields essentially the same result and the fit uncertainty is
improved to the 100 kHz range. Moreover, the extrapolated Lamb dip frequencies
from measurements taken at the different frequencies coincide well within the
uncertainty and confirm the fit result in Fig. 7.

Magnetic strayfields of about 0.5 Gauss near the photomultiplier used for the
frequency measurement (PMT3 in Fig. 2) cause Zeeman shifts of the magnetic
sublevels of the order of several hundred kHz. In order to prevent a corresponding
frequency shift of the transition that may be even enhanced by optical pumping,
we apply linearly polarized light only causing a slight broadening but not a
significant net shift of the resonance.

Fig. 8. Comparison of the intensity dependence of the Lamb dip position for two
different laser chopping frequencies
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Misalignments of the laser-ion angles ϑp and ϑa from 0 and π cause frequency
shifts. From Lamb dips recorded at different angles a shift as expected when as-
suming plane waves was confirmed [13]. We are able to optimize and monitor
the overlap of the lasers with the ion beam to below 70 µrad by moving the laser
beams transversally to the ion beam and adjusting the angle for simultaneous
occurrence of the fluorescence at three photomultipliers located at different posi-
tions along the beam line. The corresponding frequency error amounts to below
10 kHz. The misalignment of the retro-reflected Ar laser can also be limited to
70 µrad causing a frequency shift of below 40 kHz. The remaining divergence of
the electron-cooled ion beam is 50 µrad and causes a frequency shift of less than
10 kHz, whereas an uncooled beam would shift the Lamb dip by 3 MHz.

A further influence can be caused by the Gaussian phase structure of the laser
beams, which shows a phase deviation (Gouy phase shift) ξ(z) = arctan z/zR

from a plane wave in direction of the optical axis z, where zR denotes the
Rayleigh range and z = 0 the focal point. For a particle traveling along z with ve-
locity v, this phase change results in a frequency shift of δνwf = vdξ(z)/dz. From
the measured position of the foci and the Rayleigh ranges of both lasers during
the beamtime presented here, the shifts are estimated by a Monte-Carlo simu-
lation as δνwf

a = (−665 ± 160) kHz for the dye laser and δνwf
p = (179 ± 70) kHz

for the Ar+ laser.

Result of the Saturation Spectroscopy

The first two columns of Table 1 comprise all involved frequencies as well as
systematic errors from the measurement published in [14]. The difference of
the measured Lamb dip position and the value predicted by Special Relativity
∆ = νexp

a − νSR
a = −278 ± 915 kHz is compatible with zero within the 1 σ

uncertainty. The upper limit for deviations from time dilation is thereby further
lowered to

|α̂| < 2.2 × 10−7 (4)

using the β2 term from (3). The present status of the storage ring experiment
thus exceeds previous atomic beam measurements by one order of magnitude.
This result is presently limited by the uncertainty of the rest frequency ν0 [15],
which enters (3) quadratically.

4 Outlook

Several further improvements of the control of systematic error sources have
been achieved recently. Column 3 of Table 1 shows the expected uncertainties
from an experiment employing these new features, which is currently under way.
The most significant improvement is achieved by faster chopping as described
above. A tribute to the quality of the storage ring spectroscopy is the fact that
the limitation at this stage comes from the insufficient knowledge of the rest
frame frequency ∆ν0 = 400 kHz [15] as it enters in (3) quadratically. Currently,
a repetition of the TSR experiment at a low ion velocity (β = 0.03) is performed
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Table 1. Accuracy budget of the saturation spectroscopy; errors are quoted as 1σ, all
values in kHz

Result by Saathoff et al. [14] Next generation
β = 0.06 β = 0.06 β = 0.03

Frequency 1σ error Error estimates

Iodine reference line dye 512 671 028 023 152 100 100
Frequency calibration 50 50 100
AOM shift (dye laser) δνAOM

Dye 414 000 negl. negl. negl.
Lamb dip offset to reference δνL 1 550 460 150 150

Wavefront corr. (dye laser) δνwf
Dye −665 160 70 35

Laser-laser angle 40 40 20
Laser-ion angle 10 10 5
Ion beam divergence 10 10 5

Total νexp
a 512 671 442 908 517 204 210

νexp
p (incl Laser curvature effect) 582 490 203 442 93 99 122

7Li+ rest frequency ν0 [15] 546 466 918 790 400 100 100

SR prediction νSR
a = ν2

0/ν
exp
p 512 671 443 186 755 200

νexp
a − νSR

a −278 915 300

in order to replace ν0. The expected accuracy of this experiment is listed in
column 4 of Table 1. Ultimately, we estimate the TSR measurements to provide
a limit for |α̂| of 8 × 10−8.

The investigation of the characteristics of collinear spectroscopy on fast ion
beams allows us to scale systematic errors to considerably higher velocities.
At the Experimental Storage Ring (ESR) of the Gesellschaft für Schwerionen-
forschung in Darmstadt, Li+ can be stored at velocities up to β = 0.45. Using
a beam of, e.g, β = 1/3, the Doppler-shift leads to wavelengths of λa = 776 nm
and λp = λa/2 = 388 nm, respectively, which can be generated by one laser
and its 2nd harmonic. The frequency determination can be accomplished using a
self-referenced frequency comb [16]. An estimation based on the experience from
the TSR experiment promises an improvement of the sensitivity to α̂ into the
10−9 range. This experiment is currently being prepared and is anticipated to
start in autumn 2005.

Tests of Local Lorentz Invariance are frequently discussed in the framework
of the standard model extension by Kostelecký and co-workers [17], which allows
for CPT and Lorentz violation that may arise in unifying theories at the Planck
scale Ep ≈1019 GeV but may also cause small residual effects in high precision
low-energy experiments. Preliminary results by C. Lane [18] indicate a unique
sensitivity of Doppler-effect experiments to several parameters in the particle
sector of this model. Moreover, their analysis shows that a modified version of
our experiment exciting transitions between specific m-sublevels would constrain
additional parameters of the model that are not governed by the Mansouri–
Sexl test theory. Additionally, the Doppler shift measurements have recently
been analyzed in the photon sector [19] of the standard model extension. They
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found the Ives-Stilwell experiment to be sensitive to one parameter that was not
restricted by other experiments before.
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in the Spin-Coupling Sector
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Abstract. An overview is given of recent and ongoing experiments constraining
Lorentz violation in the spin-coupling sector, with particular focus on the author’s
tests of Lorentz symmetry using a 129Xe/3He Zeeman maser and an atomic hydrogen
maser.

1 Introduction

Experiments involving spin-polarized systems provide some of the most sensitive
tests of Lorentz symmetry. Most commonly, these spin-coupling experiments
are modern versions of Hughes-Drever experiments, in which devices related
to highly-stable atomic clocks are used to search for a sidereal variation of an
atomic Zeeman splitting as the apparatus is rotated and/or boosted by the
Earth’s motion or by a movable platform. Such experiments usually have several
important features:

(1) High-sensitivity to absolute changes in spin precession frequency, which gen-
erally entails a narrow-bandwidth spin resonance, a large signal-to-noise ra-
tio, and stability over the sidereal modulation period.

(2) Suppression of sensitivity tomagnetic fields, often by using a co-magnetometer
that does not eliminate sensitivity to Lorentz violation.

(3) Careful engineering to minimize systematics, e.g., diurnal and seasonal envi-
ronmental changes for experiments that exploit the Earth’s motion to rotate
and boost the apparatus.

(4) A simple spin structure, to allow a clean interpretation of the experimental
results for possible Lorentz-violation of electrons, neutrons, and/or protons.

In the following I provide a brief discussion of six recent and ongoing tests
of Lorentz symmetry in the spin-coupling sector, giving particular focus to the
experiments with which I am most familiar – i.e., the experiments performed by
my group. The results from these experiments are interpreted in terms of the
Standard-Model extension (SME) [1], which is reviewed extensively by R. Bluhm
in this volume on page 191.

R.L. Walsworth: Tests of Lorentz Symmetry in the Spin-Coupling Sector, Lect. Notes Phys. 702,
493–505 (2006)
DOI 10.1007/3-540-34523-X 18 c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. Schematic of the Harvard-Smithsonian 129Xe/3He Zeeman maser

2 129Xe/3He maser
(Harvard-Smithsonian Center for Astrophysics)

Using a two-species 129Xe/3He Zeeman maser, the author and collaborators at
the Harvard-Smithsonian Center for Astrophysics placed a limit on rotation-
dependent Lorentz violation involving the neutron of 10−31 GeV [2], improving
by more than an order of magnitude on the best previous measurement [3, 4].
With the same device we performed the first clean test for the fermion sector
of the symmetry of spacetime under boost transformations, placing a limit on
boost-dependent Lorentz violation involving the neutron of 10−27 GeV [5].

We provide here a brief review of the design and operation of the two-species
129Xe/3He maser. (See the schematic in Fig. 1.) Co-located ensembles of 129Xe
and 3He atoms at pressures of hundreds of mbar are held in a double-chamber
glass cell placed in a homogeneous magnetic field of ∼1.5 G. Both species have
spin-1/2 nuclei and the same sign nuclear magnetic dipole moment, but no
higher-order electric or magnetic nuclear multipole moments. In one chamber of
the glass cell, the noble gas atoms are nuclear-spin-polarized by spin-exchange
collisions with optically-pumped Rb vapor [11]. The noble gas atoms diffuse into
the second chamber, which is surrounded by an inductive circuit resonant both
at the 3He and 129Xe Zeeman frequencies (4.9 kHz and 1.7 kHz, respectively).
For a sufficiently high flux of population-inverted nuclear magnetization, active
maser oscillation of both species can be maintained indefinitely.

Due to the generally weak interactions of noble gas atoms with the walls and
during atomic collisions, the 3He and 129Xe ensembles can have long Zeeman
coherence (T2) times of hundreds of seconds. It is possible to achieve excellent
absolute frequency stability with one of the noble-gas masers by using the sec-
ond maser as a co-magnetometer. For example, Zeeman frequency measurements
with sensitivity of ∼100 nHz are possible with averaging intervals of about an
hour. This two-species noble gas maser can also serve as a sensitive NMR gyro-
scope [12]: the above quoted frequency stability implies a rotation sensitivity of
about 0.6 µrad/s averaged over an hour.
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In the context of the SME, the neutron – and hence the noble-gas maser – is
sensitive to Lorentz violation controlled by the coefficients bΛ, dΛΣ , HΛΣ , and
gΛΣΓ of the SME [1]. We assume that these coefficients are static and spatially
uniform in the Sun frame, at least over the course of a solar year. Thus, the
frequencies of the noble-gas masers acquire a time dependence as a consequence
of the Earth’s rotation and its revolution around the Sun.

In the completed Lorentz-symmetry test, the 129Xe maser was phase-locked
to a signal derived from a hydrogen maser in order to stabilize the magnetic field
which was oriented along the east-west direction. The leading Lorentz-violating
frequency variation of the free-running 3He maser was given by:

δνHe = δνX sin ω⊕T⊕ + δνY cos ω⊕T⊕ , (1)

where

δνX = k (λs + β⊕(Λss sinΩ⊕T + Λsc cosΩ⊕T )) , (2)
δνY = k (λc + β⊕(Λcs sinΩ⊕T + Λcc cosΩ⊕T )) .

Here λc, λs, Λss, Λsc, . . . are combinations of Sun-frame SME coefficients men-
tioned above [5]; ω⊕ is the Earth’s sidereal angular rotation frequency; Ω⊕ is
the angular frequency of the Earth’s orbital motion; the time T⊕ is measured in
the Sun-centered frame from the beginning of the sidereal day; the time T sets
the timescale in the Sun-centered frame (see [5]); β⊕ is the ratio of the Earth’s
orbital speed to the speed of light; and k = −8.46 · 1032 nHz/GeV [2].

We note that (1) and (2) cleanly distinguish the effects of rotation alone
(terms proportional to λc and λs) from the effects of boosts due to the Earth’s
motion (terms proportional to Λcc, Λcs, Λsc, Λss). These equations also indicate
that the sensitivity of our experiment to violations of boost-symmetry is reduced
by a factor of β⊕ . 10−4 with respect to the sensitivity to rotation-symmetry
violation.

As discussed in [2] and [5], we acquired noble-gas maser data in four different
runs spread over about 13 months (see Fig. 2). Each run lasted about 20 days,
and we reversed the direction of the magnetic field about halfway through each
run to help distinguish possible Lorentz-violating effects from diurnal systematic
variations. We fit this data to (1). Figure 2 shows, for each run, the mean values
we determined for δνX and δνY , the amplitudes of sidereal-day modulations of

Table 1. Bounds from the competed noble gas maser experiment on 17 SME coeffi-
cients among the 44 coefficients describing possible leading-order Lorentz- and CPT-
violating coupling of the neutron

SME Coefficients GeV

b̃X , b̃Y [10−31]

d̃X , d̃Y , g̃DX , g̃DY [10−28]

b̃T , d̃XY , d̃Y Z , d̃+, d̃−, d̃Q, g̃T , g̃c, H̃XT , H̃Y T , H̃ZT [10−27]
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Fig. 2. Time course of the mean values of δνX and δνY from the completed noble gas
maser Lorentz symmetry test. For each plot the dashed line is the best fit obtained
from (2), using the fit parameters λc, λs, Λcc, Λcs, Λsc, Λss. Dotted lines indicate the
1σ confidence bands for the fit model

the 3He-maser frequency due to Lorentz-violating coefficients in the X̂ and Ŷ
directions (Sun-centered frame). For each run, δνX and δνY correspond to a
very good approximation to a single high-precision measurement of the X and
Y components of δνHe performed at the run’s mean time.

Next, we fit the experimental values of δνX , δνY to (2), thus obtaining the fit
shown graphically in Fig. 2, and the corresponding bounds on the SME coeffi-
cients of Table 1. We treated all fit parameters as independent and we extracted
energy bounds for SME coefficients disregarding the possibility of accidental
mutual cancellations. This analysis yielded no significant violation of rotation
invariance with a limit of about 70 nHz on the magnitude of the daily sidereal
variation in the 3He-maser frequency and no significant violation of boost invari-
ance, with a limit of about 150 nHz on the magnitude of an annual modulation
of the daily sidereal variation. This experiment was not limited by systematic
effects.

We expect an order of magnitude or more improved sensitivity to Lorentz
violation of the neutron using a reengineered version of our 129Xe/3He maser –
a project currently underway. The new device has been designed to improve the
frequency stability of the noble gas masers, which limits the current sensitivity to
Lorentz violation. Improved temperature control of the pump and maser regions,
better co-magnetometry through optimized gas pressures and cell geometry, and
the use of a narrow spectrum laser for optical pumping should help achieve
this goal. Further improvements in sensitivity may be possible with a 21Ne/3He
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Zeeman maser [13], with masers located on a rotating table, or with space-based
clocks [14].

3 Hydrogen Maser
(Harvard-Smithsonian Center for Astrophysics)

The author and collaborators employed atomic hydrogen masers to set an im-
proved clean limit on rotation-violation of the proton, at the level of nearly 10−27

GeV [6].
Hydrogen masers operate on the ∆F = 1, ∆mF = 0 hyperfine transition in

the ground state of atomic hydrogen [15]. Hydrogen molecules are dissociated
into atoms in an RF discharge, and the atoms are state selected via a hexapole
magnet (Fig. 3). The high field seeking states, (F = 1, mF = +1, 0) are focused
into a Teflon coated cell which resides in a microwave cavity resonant with the
∆F = 1 transition at 1420 MHz. The F = 1, mF = 0 atoms are stimulated to
make a transition to the F = 0 state by the field of the cavity. A static magnetic
field of ∼1 milligauss is applied to maintain the quantization axis of the H atoms.

The hydrogen transitions most sensitive to potential Lorentz violations are
the F = 1, ∆mF = ±1 Zeeman transitions, which are effectively degenerate
(with frequency νZ < 1 kHz) for the typical static magnetic field. We utilize a
double resonance technique to measure the Zeeman frequency with a precision
of ∼1 mHz [6, 16, 17]. We apply a weak oscillating magnetic field perpendicular
to the static field, and slowly sweep the oscillating field’s frequency through the
Zeeman transition. This audio-frequency driving field couples the three sublevels

1 mG
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Fig. 3. Schematic of the Harvard-Smithsonian H maser in the ambient field stabiliza-
tion loop used for Lorentz symmetry tests
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Fig. 4. (a) An example of a double resonance measurement of the F = 1, ∆mF = ±1
Zeeman frequency in the hydrogen maser. The change from the unperturbed maser
frequency is plotted versus the driving field frequency. (b) Zeeman frequency data
from 11 days of the completed Lorentz symmetry test using the H maser

of the F = 1 manifold of the H atoms. Provided a population difference exists
between the mF = ±1 states, the energy of the mF = 0 state is altered by this
coupling, thus shifting the measured maser frequency in a carefully analyzed
manner [6, 16, 17] described by a dispersive shape (Fig. 4a). Importantly, the
maser frequency is unchanged when the driving field is exactly equal to the
Zeeman frequency. Therefore, we determine the Zeeman frequency by measuring
the driving field frequency at which the maser frequency in the presence of the
driving field is equal to the unperturbed maser frequency.

We employ an active stabilization system to cancel external magnetic field
fluctuations (Fig. 3). A fluxgate magnetometer placed within the maser’s outer
magnetic shield controls large (2.4 m dia.) Helmholtz coils surrounding the maser
via a feedback loop to maintain a constant ambient field. This feedback loop
reduces the fluctuations at the sidereal frequency to below the equivalent of
1 µHz on the Zeeman frequency at the location of the magnetometer.

In the completed H maser Lorentz symmetry test, the hydrogen Zeeman fre-
quency was measured for 32 days using the double resonance technique. During
data taking, the maser remained in a closed, temperature controlled room to
reduce potential systematics from thermal drifts which might be expected to
have 24 hour periodicities. The feedback system also maintained a constant am-
bient magnetic field. Each Zeeman measurement took approximately 20 minutes
to acquire and was subsequently fit to extract a Zeeman frequency (Fig. 4a).
Also monitored were maser amplitude, residual magnetic field fluctuation, am-
bient temperature, and current through the solenoidal coil which determines the
Zeeman frequency (Fig. 3).

The data were then fit to extract the sidereal-period sinusoidal variation of
the Zeeman frequency. (See Fig. 4b for an example of 11 days of data.) In addi-
tion to the sinusoid, piecewise linear terms (whose slopes were allowed to vary
independently for each day) were used to model the slow remnant drift of the
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Zeeman frequency. No significant sidereal-day-period variation of the hydrogen
F = 1, ∆mF = ±1 Zeeman frequency was observed, setting a bound on the mag-
nitude of such a variation of δνHZ ≤ 0.37 mHz (one-sigma level). This experiment
was not limited by systematic effects.

In the context of the SME, the H maser measurement constrains Lorentz
(rotation) violation of the proton parameter |b̃px,y| ≤ 2 · 10−27 GeV at the one
sigma level (Earth-centered frame), given the much more stringent limits on
Lorentz violation of the electron set with spin-torsion pendula (see discussion
below).

We expect that the sensitivity of the H maser Lorentz symmetry test can
be improved by more than an order of magnitude through technical upgrades
to the maser’s thermal and magnetic field systems; better environmental control
of the room housing the maser; and a longer period of data acquisition. Such
improvements are underway.

4 Spin-Torsion Pendula
(University of Washington and Tsing-Hua University)

In separate research efforts, groups at the University of Washington (Adelberger,
Gundlach, Heckel et al.) and Tsing-Hua University in Taiwan (Hou, Ni, and
Li) each employ a spin-torsion pendulum to search for Lorentz violation of the
electron. The Univ. Washington effort is the most established, and has achieved
sensitivity to certain SME rotation-violation parameters for the electron (b̃ex,y) at
the level of 10−30 GeV [18]. The Taiwan experiment, which is not reviewed here,
has set somewhat less-stringent bounds for rotation-violation of the electron:
|b̃ex,y| < 3 × 10−29 GeV [19]. (Here, an Earth-centered frame is used, with the ẑ
axis taken to lie along the rotational north pole.)

The Univ. Washington group employs a pendulum test mass with a large net
electron spin dipole moment but a small magnetic moment, thereby enabling
a sensitive search for Lorentz-violating spin-coupling with minimal confounding
magnetic interactions. The pendulum has a toroidal (ring) geometry constructed
fromeight sections of two different kinds of permanent magnets: four sections of
an aluminum-nickel-cobalt-iron alloy (Alnico) and four sections of a samarium-
cobalt magnet (SmCo5). The magnetization in Alnico comes primarily from
electron spin while the magnetization in SmCo5 is produced both by electron
spin and the orbital angular momentum of the Sm ions. The octagon magnet
ring is assembled with the Alnico pieces on one side and the SmCo5 pieces on
the other. The Alnico is then magnetized to the same degree as the SmCo5, with
the result that the magnetization runs azimuthally within the ring. Thus there
is both near perfect cancellation of the net magnetic moment of the pendulum
and also a net electron spin excess within the Alnico side. Four such rings are
stacked in an ABBA pattern with their net electron spin axes aligned, to form
a pendulum with a net spin dipole of (8 ± 1) × 1022 electron spins pointing
perpendicular to the central axis of the magnet stack. The basic layout and
principle is illustrated in Fig. 5.
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Fig. 5. (Left) Top of the stack of four magnet rings that consitute the University
of Washington spin pendulum. Superimposed arrows indicate the directions of the
(azimuthal) magnetization and the large net electron spin. (Right) Stack of 4 magnet
rings in an ABBA pattern, which constitute the spin pendulum. Small plates are added
to the Alnico sections to give them the same mass as the SmCo sections

The spin pendulum is suspended from a tungsten torsion fiber and centered
within four layers of high permeability magnetic shields. The pendulum and
shields are housed within a vacuum chamber, which is mounted on a turntable
that rotates at a constant rate of approximately 4 rev/hr. A feedback loop locks
the output of a precise rotary encoder attached to the rotating vacuum chamber
to the frequency of a crystal oscillator to ensure a constant rotation rate. Diode
laser light is doubly reflected from one of four mirrors mounted on the pendulum,
and the reflected beam is focused onto a linear position sensitive photodiode to
monitor the angular position of the pendulum, with a sensitivity of a few nanora-
dians. The apparatus is surrounded by three-axis Helmholtz coils and carefully
positioned masses to reduce magnetic and gravitational field gradients. As the
vacuum chamber and pendulum within it rotate relative to the laboratory, any
Lorentz-violating field coupling to electron spin induces a torque on the pendu-
lum modulated at the rotation period of the turntable. In about one hundred
days of preliminary data acquisition in 2004/05, no such rotation-violation was
observed, at the level of approximately 10−30 GeV; also, no evidence has been
found of systematic error, e.g., from temperature effects, magnetic coupling to
the pendulum, and gravitational gradients [18]. The Univ. Washington group is
currently acquiring an additional year of data, with an expected sensitivity of
|b̃ex,y| ≈ 3 × 10−31 GeV, as well as potential sensitivity of ∼10−27 GeV to boost
symmetry violation in the electron sector.
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199Hg/133Cs co-magnetometer
(Amherst College)

An experiment is underway at Amherst College (Hunter and collaborators) to
compare the precession frequencies of 199Hg and 133Cs magnetometers as a func-
tion of the sidereal rotation and boost of the system’s quantization axis (set by a
weak applied magnetic field). This experiment is a successor to a high-precision
test of Lorentz symmetry performed in 1995 [3], which provided the most sen-
sitive limits for rotation-symmetry-violation of the neutron (∼10−30 GeV) prior
to the noble gas maser experiment discussed above. Both the 1995 and current
Amherst experiments employ optically-pumped Hg and Cs magnetometer cells,
which are specially prepared to provide long spin-relaxation times. Each cell
is probed independently as a light-absorption oscillator, which allows sensitive
measurement of the associated spin precession frequency and thus the average
magnetic field at each cell. A series of coils and several layers of surrounding
magnetic shields create a very homogeneous magnetic field (∼5 mG) across all
magnetometer cells. Typically, one Cs cell is placed between two Hg cells, such
that the average magnetic field at the Hg cells is the same as the field at the Cs
cell if there is any remnant, linear gradient of the magnetic field. See Fig. 6. The
signature of Lorentz-violation is a modulation of the Hg and/or Cs spin preces-
sion frequencies as the quantization axis rotates or boosts sidereally. 199Hg has
no electron spin and nuclear spin 1/2 (with the dominant contribution coming
from a valence neutron), whereas 133Cs has electron spin 1/2 and nuclear spin
7/2 (with complicated nuclear structure and contributions from both neutrons
and protons).

The 1995 experiment had excellent short-term sensitivity to effects coupling
to the nuclear and electronic spins of 199Hg and 133Cs; however, the experiment
relied on the Earth’s rotation and the long-term stability was compromised by
its environmental sensitivity and drift in operational parameters. Improvements

Fig. 6. Magnetometer cell assembly for the Lorentz symmetry test currently being
performed at Amherst College. One Cs cell resides between two Hg cells in a vertical
stack at the center of the assembly
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in the new experiment include a solid state laser system, which has replaced the
earlier experiment’s Hg discharge lamp. The intensity, frequency and polarization
of the laser light are carefully regulated and should result in improved long-term
stability of the Hg magnetometer. In addition, the entire new apparatus (save
the first two stages of the Hg laser) has been mounted on a rotation table, and
assembled vertically in the lab such that the magnetic shields rotate about their
axis of symmetry. The apparatus is rotated between two positions approximately
every 6 minutes to take advantage of the Hg/Cs co-magnetometer’s excellent
short-term sensitivity. These positions correspond to the applied magnetic field
pointing either perpendicular or parallel to the rotation axis of the Earth. The
parallel position provides a fixed reference direction (i.e., with no leading-order
Lorentz-violation effect). Taking the difference between measurements made in
these two positions allows removal of contributions from slow drifts in the ap-
paratus over a sidereal-day-period, which is the signature of a preferred spatial
direction. These technical upgrades are expected to enable two orders of mag-
nitude greater sensitivity to Lorentz violation than the 1995 measurement, with
the greatest sensitivity being for the neutron.

5 K/3He Co-Magnetometer
(Princeton University)

At Princeton University, Romalis and collaborators are currently pursuing a
promising Lorentz symmetry test using co-located K and 3He atoms, which
together act as a zero-field, self-compensating magnetometer and provide ex-
cellent sensitivity to non-magnetic fields that couple differently to the K and
3He spins [20–22]. Optical pumping by a strong pump laser spin-polarizes the K
atoms along the longitudinal axis (the direction of the pump beam’s propaga-
tion). Any small transverse component of the K spin-polarization (e.g., induced
by Lorentz-violating fields) is measured by optical rotation of a weak probe
laser beam directed orthogonal to the pump beam. The K atoms are main-
tained at relatively high-density (∼1013 cm−3) and near-zero magnetic field in
order (i) to eliminate decoherence of K spin-precession due to K-K spin-exchange
collisions [23], and (ii) to provide excellent signal-to-noise for measurement of
transverse K spin-polarization. K-3He collisions polarize the 3He nuclei through
a transient hyperfine interaction, and also enhance the dipolar interaction be-
tween K and 3He atoms. The spin-polarized 3He gas is at high density (∼1020

cm−3), and thus develops a significant magnetization which imposes an effective
magnetic field ∼1 mG on the K atoms. A longitudinal magnetic field is applied to
cancel this effective 3He field, such that the total magnetic field experienced by
the K atoms vanishes. The 3He magnetization adiabatically follows slow changes
in the transverse magnetic field, thereby compensating for magnetic field drifts
and maintaining the K atoms in a highly-stable zero field. Thus, transversely-
directed Lorentz-violating fields that couple differently to the K and 3He spins
will induce a small transverse K spin-polarization, both through a direct torque
on the K spins, and through an induced misalignment of the 3He magnetization
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Fig. 7. Schematic of the K/3He co-magnetometer at Princeton University currently
being used in a high-precision test of Lorentz symmetry

and the applied magnetic field with a resultant torque of the net magnetic field
on the K spins. The Princeton group relies on the Earth’s motion to rotate and
boost the apparatus; hence signals for Lorentz violation would include a sidereal
day and year period modulation of the transverse K spin-polarization.

A schematic of the Princeton experiment is shown in Fig. 7. A near-spherical
2.5 cm diameter glass cell holds the K and 3He atoms, along with 50 Torr of N2

gas to inhibit radiation trapping in the optical pumping process. A blown-air
oven heats the magnetometer cell to about 175◦C to create the appropriate K
density. Five-layer magnetic shields provide isolation of ∼106 to external mag-
netic fields, and precision coils create a uniform longitudinal magnetic field (to
balance the effective 3He magnetic field experienced by the K atoms). A 770
nm, 1 W broad area diode laser provides optical pumping on the K D1 line;
a single-mode diode laser with a tapered amplifier produces the 50 mW probe
beam, which is linearly polarized and detuned about 1 nm to the blue of the D1
line. Both the pump and probe beams have active control of their wavelength
and intensity. The probe beam polarization is weakly modulated before passing
through the magnetometer cell, and lock-in detection is used to measure any
optical rotation induced by a transverse component of the K spin-polarization.
With this system, the Princeton group has achieved short-term sensitivity of
∼10−31 GeV for anomalous fields coupling to the neutron spin, and ∼10−28

GeV for anomalous fields coupling to the electron spin. To realize precision tests
of rotation and boost symmetry, this excellent short-term sensitivity must be re-
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alized over periods of a sidereal day and year. The Princeton group is currently
working to stabilize long-term drifts in system parameters and to characterize
systematic effects. For example, small motions of the pump and probe beams,
driven by drifts in environmental temperature, have proven to be a primary
source of systematic error. Once these effects are reduced or controlled, it is
expected that the K/3He co-magnetometer will enable sensitivity to rotation
(boost) violation up to ∼10−33 GeV (∼10−29 GeV) for the neutron, and ∼10−30

GeV (∼10−26 GeV) for the electron.
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Abstract. Time dependent experiments with evanescent modes (photonic tunneling)
can be performed with high precision and at a macroscopic scale with microwaves in
the range of meters or in the infrared regime in the range of centimeters. The infrared
technology is the present day digital signal processing and transmission. Superluminal
(faster than light) signal transmission by evanescent modes was shown by Enders and
Nimtz already 1992 [1].

Evanescent modes are solutions of the Helmholtz equation with imaginary wave
vectors which are equivalent to the tunneling solutions of the Schrödinger equation.
Experiments of transmission and of partial reflection of microwaves by photonic po-
tential barriers revealed superluminal signal velocity of evanescent modes. The effect
is a near field phenomenon and violates the relativistic causality.

In this contribution superluminal experiments are introduced and explained.

1 Introduction

During the last decade much research and arguing was devoted to superluminal
signal velocity vsignal > c, where c is the vacuum velocity of light [2–5]. I am
not talking about the phase velocity vphase, which exceeds in several media the
velocity c of light. The relevant signal velocity is in charge of the transmission
of a defined cause and subsequent effect. Actually, the near field phenomena
evanescent modes and tunneling represent the exception of vsignal ≤ c.

In this lecture I present experiments on superluminal signal velocity of evanes-
cent modes. Evanescent modes are solutions of the Helmholtz equation. Like
wave mechanical tunneling functions these special solutions are characterized
by a purely imaginary wave number. The wave number represents 2π times the
reciprocal wavelength. Accordingly evanescent modes do not have a real wave
length and the phase time approach conjectured the observed instantaneous field
spreading of evanescent modes. However, a superluminal signal velocity does not
violate the primitive causality (the effect cannot precede the cause). But a su-
perluminal signal velocity violates the relativistic causality, often called Einstein
causality: no signal can propagate with a velocity greater than c. Experiments
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(2006)
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show that detectors receive signals transmitted by evanescent modes earlier than
signals, which traveled the same distance in vacuum. For instance the detector
makes earlier click in the case of a tunneled digital signal or receives a tunneled
melody before detecting the air born one. Even though as explained in Sect. 8
the design of a time machine is still not possible by signaling with superluminal
evanescent modes.

Studies with evanescent waves were stimulated in order to obtain analogous
experimental data on quantum mechanical tunneling time. Tunneling represents
the quantum mechanical analogy to the electromagnetic evanescent modes [6].
As there have been no experimental data on quantum mechanical tunneling
time available, the propagation time of evanescent modes was studied, which is
easier to measure than particle tunneling time. More over in the case of electron
tunneling in semiconductor devices there are present time consuming parasitical
Coulomb interactions which determine the measured tunneling time.

The tunneling time is of the order of the reciprocal frequency of the wave
packet [13,15]. This time is spent at the entrance boundary as will be shown in
Sect. 6. From an experimental point of view the transit time for a wave packet
propagating through a barrier is measured as the interval between the arrivals
of the signal envelope at the two ends of that region.

An example of evanescent digital signals transmitted with microwaves is dis-
played in Fig. 1. The half width (the time duration at half the maximum inten-
sity) represents the number of digits. To make a comparison the small tunneled
wave packet is amplified by about a factor of 10 000 (i.e. 40 dB), however, re-
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Fig. 1. Intensity vs time of a microwave pulse (2), which has tunneled at superluminal
velocity through a photonic barrier in a wave-guide of 114.2 mm length. For comparison
the tunneled, digital signal is normalized with a pulse (1), which propagated through
a normal waveguide of the same length. The tunneled digital signal traveled at a speed
of 4.7 c [7]. The halfwidth (solid line) of the pulse equals the number of digits, i.e. it
represents the signal
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member that a signal is independent of intensity as its intensity exceeds that
of the thermal noise as discussed in Sect. 7. The evanescent pulse displayed in
Fig. 1 traveled with a superluminal velocity of 4.7 c.

Incidentally, vsignal > c does not occur in experiments based on a near to
resonance interaction with a Lorentz–Lorenz like oscillator. This oscillator is
the paradigm of particle polarization in electric fields [8]. In those experiments
pulses can display even a negative group velocity [9]. But only the peak of the
pulse traveled at a negative group velocity and not the whole envelope of the
signal. The interacting field distribution of the signal was reshaped and the signal
envelope traveled at subluminal velocity.

At present there is much ado about quantum teleportation [10]. As those so-
phisticated quantum mechanical experiments include a classical communication
channel the signal velocity becomes vsignal ≤ c finally. Incidentally, teleporta-
tion is a technique applied in telecommunication for a long time, where sound
(phonons) are transformed into electromagnetic waves (photons), which travel a
million times faster than sound and the receiver transformed the electromagnetic
waves back into the slow but understandable sound. For the time being evanes-
cent modes and tunneling seem to represent the only mechanisms to achieve
superluminal signal velocities.

In the following some elementary quantities and relations are reminded. The
propagation of waves ψ ∼ ei(k·x−ωt) in space is described by the a relation
connecting the wave number k or, equivalently, the wavelength with the angular
frequency ω

k = k(ω) = k0 · n(ω) , λ(n) = λ0/n(ω) . (1)

Here k0 is the wave number and λ0 the wavelength of waves in vacuum which
are related k0 = 2π/λ0. Furthermore, n(ω) = n′(ω) − in′′(ω) is the refractive
index n we are familiar with from Snellius’ law. The quantities n′ and n′′ real
and imaginary parts of the refractive index of the medium in question. Both
quantities, k and n are in general complex functions of frequency. The imaginary
parts describe the attenuation or amplification of waves. The attenuation may
be caused either by dissipation or by reflection. Waves with purely imaginary
refractive index n(ω) and wave number k(n) are called evanescent modes.

2 Wave Propagation

2.1 Maxwell and Schrödinger Equations

For electromagnetic waves and hence for photons, the propagation of waves can
be described by the Maxwell equations and for massive particles by the Klein–
Gorden, the Dirac or, in the non-relativistic regime, by the Schrödinger equation.

The Maxwell equations in media characterized by some refractive index n =√
µε, where µ and ε are the relative permeability and the relative permittivity,

lead to the wave equation

−∇2φ(x, t) +
n2

c2
∂2

∂t2
φ(x, t) = 0 , (2)
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φ being any component of the electrical and the magnetic fields. In vacuum
characterized by n = 1 waves propagates with the velocity c = (µ0ε0)−1/2,
where µ0 and ε0 are the permeability and the permittivity, respectively.

If we describe phenomena periodic in time with frequency ν = ω/(2π),

φ(x, t) = φx(x)eiωt , (3)

then the wave equation reduces to the Helmholtz equation

∇2φx(x) +
n2ω2

c2
φx(x) = 0 . (4)

As usual, this equation will be solved by a plane wave ansatz

φx(x) = φ0e
−ik·x , (5)

what leads to a relation between the wave number and the refractive index

k2 =
n2ω2

c2
= k2

0n
2 = k2

0εµ , (6)

where k0 is the wave number in free space. If k and, thus, n are purely imaginary
then the solution is called an evanescent mode. The imaginary wave number is
usually expressed by κ. In Sect. 3 we will discuss three popular examples, where
these special solutions occur.

Similar features can be found for the stationary Schrödinger equation

Eψ(x) = − �
2

2m
∇2ψ(x) + U(x)ψ(x) , (7)

where E is the energy of the stationary state, m is the mass of the particle and
U(x) is a position-dependent potential, the barrier potential, for example. This
relation is mathematically equivalent to the Helmholtz equation

∇2ψ(x) +
2m
�2

(E − U(x))ψ(x) = 0 . (8)

Again, a plane wave ansatz

ψ(x) = ψ0e
−ik·x (9)

yields for the wave number k

k2 =
2m
�2

(E − U) = k2
0 − 2mU

�2
, (10)

where k2
0 = 2mE/�

2 is the wave vector at infinity, where U is assumed to
vanish. Particles in regions for which E < U , that is, inside the potential barrier,
are quantum analogues of evanescent modes. Obviously, for the electromagnetic
evanescent modes the refractive index plays the role of the potential in the wave
mechanical tunneling.
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ba c
Fig. 2. Sketch of three photonic barriers. (a) illustrates an undersized wave guide (the
central part of the wave guide has a cross section being smaller than half the wavelength
in both directions perpendicular to propagation), (b) a 1-dimensional photonic lattice
(periodic dielectric hetero structure), and (c) the frustrated total internal reflection of
a double prism, where total reflection takes place at the boundary from a denser (the
first prism with refractive index n1) to a lesser dielectric medium (with refractive index
n2)

3 Photonic Barriers, Examples of Evanescent Modes

Prominent examples of evanescent modes are found in undersized wave guides
(both dimensions of the guide cross section are smaller than half the vacuum
wavelength), in the forbidden frequency bands of periodic dielectric hetero-
structures (photonic lattice), and with double prisms in the case of frustrated
total internal reflection [3,5]. The three examples are illustrated in Fig. 2. Dielec-
tric lattices are analogous to electronic lattices of semiconductors with forbidden
energy gaps. As seen below the square number of the imaginary refractive index
n′′2 corresponds to a negative effective potential E−U in the Schrödinger equa-
tion. Each of the three barriers introduced in Fig. 2 have a different dispersion
relation of the wave number k(ω), of the refractive index n(ω), and then of the
transmissivity T (ω).

3.1 Undersized Waveguide

Figure 2a displays an undersized waveguide with the long side a of the waveguide
cross section which is mounted between two properly sized parts. From the wave
equation (2) one can easily determine the wave vector

k = k0

√

1 −
(

λ0

λcutoff

)2

= k0

√

1 −
(
ωcutoff

ω0

)2

= k0n(ω) , (11)

where we introduced the cutoff wavelength λcutoff = 2a which is related to the
angular cutoff frequency ωcutoff = πc/a. Below the cutoff frequency or above the
cutoff wavelength the waveguide wave propagation is prohibited since in that
case the wave number n(ω) becomes imaginary. Then the solution represents an
evanescent mode. The intensity of this evanescent mode decreases by 1/e at a
distance a/π: The field does not propagate and dies off rapidly with distance.
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3.2 Photonic Lattice

The photonic lattice of Fig. 2b represents a one-dimensional analogue of the
electronic lattice we are familiar with from semiconductor physics. Under Bragg
condition an infinite lattice displays total reflection. Such photonic mirrors are
frequently used in photonics and semiconductor lasers. They are specified by a
higher reflectivity than metallic mirrors.

An incoming electromagnetic wave Ein will be partially reflected and par-
tially transmitted by a finite barrier. The ratio between reflected and incom-
ing wave defines the reflection coefficient r = Ereflected

n /Ein
n and the ratio be-

tween the transmitted wave and the incoming wave the transmission coefficient
t = Etrans

n /Ein
n where En denotes the normal component of the vector E. In

general, the transmission and reflection coefficients t and r are complex

t =
√
Teiϕt (12)

r =
√
Reiϕr , (13)

where the transmissivity T = |t|2 and the reflectivity R = |r|2. They are related
due to conservation of energy as

T + R = 1 . (14)

The one-dimensional lattice introduced and studied here is built up by layers
with a periodic alteration of the refractive index. The elementary cell is given
by the two quarter wave length layers of thicknesses d1 and d2

n1d1 = n2d2 = λ0/4 (15)
ω0 = 2πc/λ0, (16)

where ω0 corresponds to the mid-gap angular frequency of such an arrangement.
The mid-gap frequency is given by the resonance condition (15) and is displayed
as transmission minimum in Fig. 3. (Fig. 3 shows the transmission gaps of two
structures and Fig. 9b displays the frequency spectrum of a signal displaced in
the middle of the forbidden frequency gap.) Next I will calculate the transmission
function for the quarter-wavelength unit cell. The transmission coefficient as
defined above can be given by the complex number

t =
√
Teiϕt (17)

The transmission for the quarter wave stack is

t =
T12e

i(p+q)

1 −R12e2iq
, (18)

where

T12 = t12t21 =
4n1n2

(n1 + n2)2
, (19)
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Fig. 3. Transmissivity T as a function of frequency of periodic dielectric quarter-
wavelengths structures with 7 and with 3 perspex layers, respectively. The interference
pattern shows small minima due to multiple layer destructive interference

and

R12 = r2
12 =

(
n1 − n2

n1 + n2

)2

, (20)

are the double-transmission and reflection factors. Here, p = n1d1ω/c and q =
n2d2ω/c, where 15 holds in addition for a quarter wave stack. After extracting
the real and the imaginary parts from the quarter cell transmission coefficient,
tλ/4, we have unit-cell expressions for xλ/4 and yλ/4,

xλ/4 = T12
cos(πω′) −R12

1 − 2R12 cos(πω′) + R2
12

, (21)

yλ/4 = T12
sin(πω′)

1 − 2R12 cos(πω′) + R2
12

, (22)

Tλ/4 =
T 2

12

1 − 2R12cos(πω′) + R2
12

, (23)

where ω′ = ω/ω0.
The extension of the relations for an N = 1 stack to N an arbitrary number

of stacks is presented in Refs. [13, 14], for example.
Numerical data for 3 and 7 stacks are displayed in Figs. 3; 4; 5. Figs. 3–7

illustrate the transmission, the phase shift, and the group velocity as a func-
tion of frequency of a photonic lattice in the microwave frequency regime. The
data are in agreement with the experiments [3, 5]. The lattice has either 7 or 3
quarter-wavelength perspex layers, which are separated by quarter-wavelength
air distances (in this example the refractive indices are n1 = 1.6 and n2 = 1.0)
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Fig. 4. The transmissivity displays two forbidden band gaps in this frequency range
between 0 and 30 GHz. Gaps appear periodically in frequency, in this graph by about
8 and 24 GHz. The data shown is valid for N = 7 layers

Figure 5 displays for both structures a reduced phase derivative in the for-
bidden evanescent frequency regime. This very derivative equals the above men-
tioned scattering phase shift and equivalently the scattering time at the barrier
front boundary. The phase time approach is made plausible in Sect. 5.2

Fig. 5. Phase vs frequency of the lattice. The small phase shift in the evanescent
regime of the lattice is due to the phase shift at the barrier front boundary. Inside the
barrier the phase shift is zero in consequence of the imaginary wave number
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Calculated and measured spectra of the transmission of an infrared periodic
dielectric hetero-structure are shown in Fig. 9b.

3.3 Frustrated Total Internal Reflection: The Double Prisms

Double prisms are subject of research since Newton. He already conjectured the
Goos-Hänchen shift. This non-specular reflection effect was measured only in
1947. A hundred years ago J. C. Bose studied the transmission of radio wave
intensity, i.e. tunneling depending on the gap length [20]. The following disper-
sion relation describes the frustrated total internal reflection (FTIR) of double
prisms. In the case of double prisms the total reflection is called frustrated since a
small amount of the incident beam is tunneling into the second prism as sketched
in Fig. 2c. In the case of FTIR the imaginary wave number κ in the barrier re-
gion and the tunneled electric field Et measurable outside the barrier are given
by the relations [6]

κ =
ω

c

√
n2

1

n2
2

sin2 θ − 1 , (24)

Et = E0(x)eiωt−κx, (25)

where θ is the angle of the incident beam (larger than the angle of total reflec-
tion), E(x = 0) the amplitude of the electric field at the barrier front, n1 and n2

are the refractive indexes, and (n1/n2) sin θ > 1 holds in the case of total reflec-
tion. ω is the angular frequency, t the time, x the distance of the prisms, and κ
the imaginary wave number of the tunneling mode. Incidentally, n1 and n2 do
not represent the effective refractive index of the evanescent mode traversing the
gap between the prisms, the latter being imaginary.

Equation (24) is derived from reflection of a beam at the surface of a medium
with refractive index n2. The incident beam comes from a material with a real
index n1 greater than n2 under the angle θi. Snell’s law says that

n1 sin θi = n2 sin θt. (26)

The angle θt of the transmitted wave becomes 900 when the incident angle θi is
equal to the critical angle θc given by

n1

n2
sin θc = 1. (27)

The magnitudes of the wave vectors, that is, of the incident wave number k, of
the reflected wave vector kr, of the transmitted wave vector kt, the wave vector
parallel k‖ and perpendicular k⊥ to the boundary follows from the boundary
conditions at the interface. They are given by
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k2 = n2ω2/c2 (28)
k2
t /n

2
2 = k2

r/n
2
1 = k2/n2

1 (29)
kt,‖ = kr,‖ = k‖ (30)

k2
r,⊥ + k2

r,‖ = k2
⊥ + k2

‖ (31)

k2
r,⊥ = k2

⊥ (32)
kr,⊥ = −k⊥ . (33)

With k2
t = k2

t,‖ + k2
t,⊥ we can find

k2
t,⊥ = k2

t − k2
t,‖ (34)

k2
t,⊥ =

n2
2

n2
1

k2 − kr,⊥ (35)

k2
t,⊥ = ω2n

2
2

c2

(
1 − n2

1

n2
2

sin2 θi

)
, (36)

with k‖ = k sin θi. The last equation equals the dispersion relation (24) in the
case of FTIR given above.

4 Evanescent Modes Are not Observable

Remarkable, evanescent modes like tunneling particles are not observable inside a
barrier [21–23]. For instance, evanescent modes don’t interact with an antenna as
long as the system is not perturbed, i.e. the evanescent mode is not transformed
back into a propagating electromagnetic wave. Evanescent modes like tunneling
particles display some outstanding properties:

(1) The electric energy density u of the evanescent electric field E with its imag-
inary refractive index is negative:

u =
1
2
εE2 < 0 (37)

ε = n2 < 0. (38)

In the case of particle tunneling we have a negative total kinetic W energy:

W = Wkin − U0 < 0, (39)

where Wkin and U0 are the kinetic energy and the potential barrier height,
respectively. Equation (37) is the quantum electrodynamic basis for the exis-
tence of evanescent waves. It has been shown by Ali [24] that virtual photons
are those modes which do not satisfy the Einstein relation W 2 �= (�k)2c2.

(2) An evanescent field does not interact with real fields due to the imaginary
wave number resulting in a refractive index mismatch. Fields can only trans-
mit energy if for the reflection R < 1 holds. If n1 represents the imaginary
refractive index of an evanescent region and n2 represents the refractive in-
dex of the dielectric medium then the square of the absolute value gives
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R =| r |2 =
| n2 − n1 |2
| n2 + n1 |2 (40)

equals 1 and total reflection takes place.
In order to observe a particle in the barrier it must be localized within a
distance of order ∆x ≈ 1/κ. Hence, its momentum ∆p must be uncertain by

∆p > �/∆x ≈
√

2m(U0 −Wkin) (41)

The particle of energy Wkin can thus be located in the nonclassical region
only if it is given an energy U0−Wkin, sufficient to raise it into the classically
allowed region [22,23].

(3) The quantization of evanescent modes by Carniglia and Mandel has shown
that the locality condition is not fulfilled [25]. They figured out that the com-
mutator of the field operator does not vanish for space-like separated points.
This important point is discussed for EPR-correlations by Mittelstaedt [26].

5 Velocities, Delay Times, and Signals

We shortly define and discuss the velocities which can be associated to the var-
ious propagation phenomena of waves. Remember, we are exclusively interested
in the propagation of a cause, which is given by the signal velocity only. We
shall become aware that evanescent modes as well as tunneling wave packets are
traveling independent of time. First the different quantities are made plausible
by the sketch of two traveling wave packets displayed in Fig. 6. The wave pack-
ets are representative for voltage pulses of digital signals. The voltage oscillates
with a frequency ω0 ± ∆ω. The pulses begin and end gradually with time. In
consequence a physical signal has no well defined front and front velocity. A well
defined front and tail of a signal would presuppose an infinite frequency band
width and then an infinite energy in consequence of �ω.

The phase velocity is given by the motion of a point stuck to the oscillations.
The group velocity is given by the speed of the maximum of the packet, i.e. by
the maximum of the pulse. The two velocities are equal in vacuum, but they may
differ if traveling through interacting matter like glass or along a wave guide, for
instance. The signal velocity is given by the speed of the envelope in order to
measure the signal, which is in this example the indicated time duration at half
pulse peak of the two pulses, so called half width. As seen by inspection of this
figure, the signal and then the half width does not depend on its magnitude.
In dispersive media with n = f(ω) group and signal velocities can be strongly
different and the signal may be reshaped and lost its information, i.e. the cause.
Such an example of pulse reshaping is displayed in Fig. 13. Essentially, here
we are interested in the problem of causality, in cause and subsequent effect.
A signal and then an effect can only be detected by its energy. In this respect
signal and energy velocities are equal.

The notions on velocity and wave propagation are presented in many text
books see Refs. [8, 11,12], for instance.
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Fig. 6. Sketch of the oscillations of two wave packets (i.e. pulses) vs time. The larger
packet has traveled slower than the attenuated one. The horizontal bars indicate the
half width of the packets, which do not depend on the packet’s magnitude. The figure
illustrates the gradually beginning of the packets. The forward tail of the smooth
envelope may be described by the relation (1 − exp(−t/τ)) sin(ωt) for instance, where
τ is a time constant

5.1 Phase Velocity

Generally the phase velocity can be described by φ(x, t) = AeiS(x,t), where
S(x, t) is the phase of the wave and A its constant amplitude. The phase velocity
is the speed related to the trajectory defined by the condition that the phase
S(x, t) is constant, S(x, t) = const. This condition relates x and t. From

0 = dS(x, t) = ∇S · dx +
∂S

∂t
dt (42)

and the definitions of the wave vector and the angular velocity

k := −∇S , ω :=
∂S

∂t
(43)

we immediately obtain k · v = ω, where vphase = dx/dt. With the dispersion
relation ω = ck/n we obtain

k · vphase =
c

n(ω)
k (44)

or
vphase,k =

c

n(ω)
, (45)

where vphase,k is the component of vphase parallel to k.

5.2 Group Velocity

The group velocity describes the velocity of the modulation of a harmonic trav-
eling wave or of the peak of a wave packet. It is defined by

t
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Fig. 7. Calculated group velocity vs frequency for two multiple layer structures as
follows from (46) and Fig. 5

vgroup = ∇kω(k) , (46)

and represents the first term of a Taylor series of the modulation velocity. In
vacuum, the group velocity equals c. See Fig. 7 for the group velocity in the case
of a photonic lattice.

The group velocity can be rewritten as

vgroup =
dω

dk
=

c

n(ω) + ωdn(ω)/dω
(47)

The last relation is interesting, as it elucidates the difference between the phase
and the group velocity. It is the second term of the denominator, which distin-
guish the group from the phase velocity. For instance, in glass the group is about
2 % slower than the phase in the visible range of the spectrum.

We also have
vgroup =

x

tgroup
=

x

∂S/∂ω
, (48)

where tgroup = ∂S/∂ω is the group time delay or phase time. The phase shift is
given by ∂S = x∂k in the region x considered. The group time delay represents
the time delay of a maximum for traversing a distance as displayed in Fig. 13
for a strong dispersion. The case of a negligible dispersion shown in Figs. 1; 9.
In the latter case the group time delay represents the time delay of a signal and
of the energy.

5.3 Signal Velocity

A signal carries information which is a defined cause with a subsequent effect.
For a simple example see digital signals shown in Fig. 8. Digital signals are given
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Fig. 8. Signals: Measured signal intensity in arbitrary units. The half width
in units of 0.2 ns corresponds to the number of bits. From left to right:
1,1,0,0,1,0,1,0,1,0,1,1,1,1,1.... The infrared carrier frequency of the infrared signal is
2 · 1014 Hz (wavelength 1.5 µm). The frequency-band-width of the signal is about
2 · 109 Hz corresponding to a relative frequency-band-width of 10−5 [17]

by their half width (the half width is the time span between the half power
points, see e.g. Figs. 1; 6; 8; 9).

In general signals are characterized by their envelope, whether we are trans-
mitting Morse signals, a word or a melody, always the complete envelope has to
be measured, see [12], for instance. Therefore, the signal velocity in vacuum is
identical to the group velocity in the case of negligible dispersion:

vsignal ≡ vgroup (in vacuum) . (49)

Delay times and velocities are quantities depending only on the real part
of the refractive index n′ and on the derivative of the phase S = 2πk0n

′x. In
the case of evanescent modes or tunneling with a purely imaginary refractive
index n′′ the phase S is constant. Thus according to (48) the group time delay
becomes → 0 and the group velocity → ∞. There is measured a phase shift and
thus a short delay time corresponding to about one oscillation time of the signal
in tunneling. This scattering time occurs at the front boundary and not inside the
evanescent region nor inside a potential barrier. In the case of microwave pulses
this time is about 100 ps and in the infrared case of glass fiber communication
about 5 fs [13, 15], see also the data displayed in Fig. 5 and its interpretation.
As this scattering time is independent of barrier length for opaque barriers with
κx ≥ 1 (the so called Hartman effect) the effective group velocity (48) increases
with barrier length [16]. This behavior is illustrated below in Figs. 5; 7.

The lack of phase shift means a zero-time barrier traversal of evanescent
modes according to the phase time approach of (48). Actually this zero time
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Fig. 9. (a) Measured propagation time of three digital signals and spectrum of the
photonic lattice transmission [18]. Pulse trace 1 was recorded in vacuum. Pulse 2 tra-
versed a photonic lattice in the center of the frequency band gap (see spectrum in
part (b) of the figure), and pulse 3 was recorded for the pulse traveling through the
fiber outside the forbidden band gap. The tunneling barrier was a photonic lattice of a
quarter wavelength periodic dielectric hetero-structure fiber. The frequency zero point
in part (b) corresponds to the infrared signal carrier frequency of 2 ·1014 Hz and to the
mid frequency of the forbidden frequency gap of the lattice

was measured in different experiments and the observed short barrier traversal
time τ arises as scattering time at the barrier front boundary only [13,15].

Infrared digital signals used in modern communication systems are displayed
in Fig. 8. Such a single digit is tunneled and its velocity is compared with a
vacuum and with a fiber traveled signal as shown in Fig. 9. Here Longhi et
al. [18, 19] performed superluminal tunneling of infrared pulses over distances
up to 50 mm at an infrared signal wavelength of 1.5 µm (2 · 1014 Hz). Results
are presented in Fig. 9(Curve 1 luminal signal, 2 superluminal, 3 subluminal
velocity). The frequency band width is < 2 · 109 Hz. The measured velocity was
2 c and the transmissivity of the barrier was 1.5%. The narrow band width of the
signal is displayed in Fig. 9b. The superluminal signal pulse trace (2) has only
evanescent frequency components around the mid frequency of the forbidden
frequency gap of the photonic barrier.

5.4 The Front Velocity

As mentioned above the front velocity is an idealized notion and, thus, has no
precise physical meaning. It is presupposing an infinite frequency band width of
a signal. Its definition is given by

vfront = lim
ω→∞

ω

k
. (50)

Mathematically a discontinuity of the field under consideration or of one of its
derivatives will propagate with the front velocity. The normal (ω,k) of the 3-
dimensional hypersurface in 4-dimensional space-time where such discontinuities
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may occur is defined by the characteristic equation

ω2 − c2

n2
k2 = 0 . (51)

The velocity in configuration space related to the propagation of these singular-
ities is then given by

vfront = ∇kω(k) =
c

n
k̂ . (52)

Therefore vfront = c/n. In vacuum, the front propagates with the velocity of
light c. Though being a clear mathematical concept, it can be realized in physics
only approximatively: Since a discontinuity is described by a Heaviside function
(a function H(x) which is zero for x < 0 and 1 for x ≥ 0), the support of its
Fourier transform is unbounded, that is, one needs waves with frequencies up to
infinity in order to prepare a jump in the propagating field. This needs infinite
energy which of course is not available. Therefore, since in reality only a finite
range of frequency is available (frequency band limited signals), a jump in the
propagating field cannot be created. However, there is no known fundamental
limit for an upper energy bound (except perhaps the energy available in the
universe). Therefore the front velocity is operationally not well defined and has
no precise physical meaning [8, 12].

5.5 The Energy Velocity

Usually text books present the energy velocity by the relation ship

venergy = P/u, (53)

where
P = ε0c

2E × B (54)

is the Poynting vector, E the electric field, B the magnetic field, and u is the
energy density. The Poynting vector represents the energy flux and subtracts
transmitted and reflected flux, whereas the scalar energy density adds both trans-
mitted and reflected energy densities. This approach is then only correct in the
case of no reflection and can not be applied for evanescent modes or tunneling,
see e.g. [3]. The attenuation of evanescent modes is not due to dissipation but
due to reflection. Equation (53) even can not be used to calculate the energy
velocity in an open coaxial transmission line. Due to the impedance mismatch
at the open end there takes place a strong reflection and (53) gives a too slow
energy velocity for the energy loss at the end of the coaxial transmission line.

As already mentioned, we are interested in the effect of a cause. From this
condition we can conclude that the energy velocity equals the signal velocity: A
signal is received by an inelastic detection process. So it is the signal’s energy
which result in an defined effect.
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6 Partial Reflection: An Experimental Method
to Demonstrate Superluminal Signal Velocity
of Evanescent Modes

Superluminal signal velocities were observed in different transmission and partial
reflection experiments [5, 18–20]. The short tunneling and reflection times are
equal. The result shows that the measured short time is spent at the barrier
entrance. Inside a barrier the wave packet spends zero time. Transmission and
reflection times are independent of barrier length as was calculated with the
Schrödinger equation by Hartman and measured later [5, 13, 15, 27, 28]. This
Hartman effect holds for opaque barriers with κx ≥ 1. The result demonstrate
the nonlocal properties of evanescent modes and of the tunneling process as was
shown by Carniglia and Mandel for instance [25].

A smart experimental set-up to measure both the transmission and the reflec-
tion times at the same time is sketched in Fig. 10. The distances of the reflected
and of the transmitted beams differ only by the gap between the two prisms, i.e.
the evanescent region (tunneling distance). It was measured the same traveling
time for both the reflected and the transmitted signals, obviously tunneling took
place in zero-time [20]. The result was revisited by Stahlhofen [29] and was con-
jectured by quantum mechanical calculations for electron tunneling by Hartman
and later by Low and Mende [27,30]. The latter authors write that traversing a
barrier appears to do so in zero time.

The reflection by a photonic lattice at a frequency of its forbidden band gap
(see e.g. Fig. 9b) is measured and compared with the time crossing the same
distance between two metallic mirrors. One mirror is positioned at the barrier

t

t

d

D

Fig. 10. Symmetrical FTIR set-up to measure both the reflection and the transmission
time of a double prism, where t⊥ is the time traversing the gap d and t‖ is the time
spent for traveling along the boundary of the first prism. The latter represents the time
of the Goos–Hänchen shift [20]. The measured reflection time equals the transmission
time resulting in a zero tunneling time t⊥ = 0



Do Evanescent Modes Violate Relativistic Causality? 523

Fig. 11. Set-up to measure the time dependence of partial reflection at a photonic
barrier with a digital pulse. The parabolic antenna on top of the illustration transmit
digital pulses toward the barrier, the second one below receives the reflected signal.
The time delay is measured with the oscilloscope

front side and the other one at the barrier back side. The set-up and the results
are shown in Figs. 11, 12. The measured reflected time equals the time measured
for the mirror’s front position neglecting the mentioned short interaction time
at the barrier front. The amazing result is that barrier height and barrier length
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Fig. 12. Measured partial reflected microwave pulses vs time. Parameter is the barrier
composition as illustrated in Fig. 11. The signal reflections from metal mirrors either
substituting the barrier’s front or back positions are displayed [28]. In this experiment
the wavelength has been 3.28 cm and the barrier length was 40 cm. The number of
lattice layers was reduced from 6 to 3 inside the resonant lattice structure illustrated
in Fig. 11
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are instantaneously displayed in the reflected signals as seen from inspection of
Fig. 12.

The performance demonstrates that the reflected signal carries the informa-
tion about barrier height and barrier length at the same time when the signal is
reflected by the front mirror. The reflection time is independent of barrier length,
the field spreading inside the barrier is instantaneous. The reflection amplitude
decreases with decreasing barrier length but the reflection time is constant in
the case of opaque barriers with κx ≥ 1.

7 Evanescent Modes a Near Field Phenomenon

According to many text books and review articles, superluminal signal veloc-
ities are violating Einstein causality, implying that cause and effect can be
interchanged and that time machines known from science fiction can be de-
signed [31–33]. Actually, it can be shown for frequency band unlimited groups
that the front travels always at a velocity ≤ c, and only the peak of the pulse
has traveled with a superluminal velocity. As mentioned above such calculations
were carried out by several authors, for example [34–36]. In this case the tunneled
pulse is reshaped and its front has propagated at luminal velocity.

However, this approach does not describe physical signals as those signals
displayed for instance in Figs. 1; 6; 8; 9. In this case the signal has gradually
formed a front tail. A pulse reshaping did not happen and the envelope of the
signal traveled at a superluminal velocity.

Pulse reshaping of a frequency band unlimited signal is displayed in Fig. 13.
The half width of this artificial pulse with a discontinuous front step is signif-
icantly reduced compared with the original signal and only the pulse peak has
traversed the barrier at superluminal velocity [34].

Frequently it is claimed that a tunneled small signal would not cross the
front tail of the original signal, see for instance [34–36]. The argument is taken
to prove that superluminal signal velocities are not allowed and do not occur.
The frequency band limited digital signals presented in Figs. 1; 9 are crossing
each other. This result is in consequence of the fact that these superluminal
pulses contain only evanescent frequency components.

A physical signal can not be described by a Gauss function having an infinite
frequency band. For a physical signal the relation [11,37]

∆ν ·∆t ≥ 1, (55)

holds, whith both ∆ν and ∆t ( ∞. Such a pulse of field oscillations is sketched
in Fig. 6. Actually, relation (55) is proportional to the information content of
a signal as was shown by Shannon [37]. According to Fourier transform such
a physical signal with both limited frequency band and time duration is not
causal [12, 38]. On the other hand it is obvious that a physical signal has to be
frequency band limited. Signals start gradually within a time span given by its
frequency band width [8, 12].
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Fig. 13. Comparison of calculated intensity vs time of an airborne pulse (solid line)
and the same tunneled pulse (dotted line) [34]. Both signals have a sharp step at
the front and thus an infinite frequency bandwidth. The tunneled signal is reshaped
and attenuated. Its maximum has traveled at superluminal velocity. Both fronts have
traversed the same distance with speed c, ξ is the maximum of the tunneled pulse,
a is the shift of the maximum, σ is the halfwidth of the tunneled signal, and σ0 is
the halfwidth of the airborn signal [34]. The halfwidths σ � σ0 holds, i.e. the digital
information is strongly reshaped

As the Gauss function does not describe a physical signal, mathematicians
and engineers have developed a number of so called window functions [39]. They
are limited in both frequency and time but can be quasi causal transformed from
time to frequency domain and vice versa.

For example, physical digital signals are well described by the Kaiser-Bessel
function for instance. This function is used in network analyzers describing the
intensity vs time as well as the frequency band of physical signals. This function
allows even a causal Fourier transform from time domain to frequency domain
down to intensities at which the Johnson noise limits detectors finally, see (57,
58).

In Figs. 14 and 15 the Kaiser-Bessel function is plotted as a function of
intensity I(t) vs time. The curves can be scaled to the data of the experiments
displayed in Figs. 1 and 9.

The Kaiser–Bessel function – often called Kaiser–Bessel window as time du-
ration and frequency spectrum are limited – is given

I(t) =
I0

(
π∆t∆ν(1 −

√
t

∆t/2 )
)

I0π∆t∆ν
, (56)

where I0, and π∆t∆ν are the zero-order modified Bessel function of the first
kind, and the time-bandwidth product, respectively. 0 ≤ |t| ≤ ∆t/2, represents
the investigated time interval.
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Fig. 14. Calculated pulse intensity of the Kaiser–Bessel function vs time in a.u.. The
data can be scaled to the measured pulses displayed in Figs. 1; 8; 9. In the graph the
tunneled signal is attenuated by −20 dB

Fig. 15. The same data as shown in Fig. 14 in a semi-logarithmic plot. The ordinate
is scaled in dB and the abscissa in a.u.

A signal can be detected only if its power is above the Johnson noise PJN. The
thermal noise was observed and measured by Johnson in 1928 and is theoretically
elaborated by the Nyquist Theorem, see for instance [40]. The theorem is of great
importance in experimental physics and electronics. It is concerned with the
spontaneous thermal fluctuations of voltage across an electric circuit element.
The theorem gives a quantitative expression for thermal noise power generated
by a resistor in thermal equilibrium:

PJN = kT∆f, (57)

This relation yields a classical estimate for the near field extension of evanescent
modes. The power P (x) of a signal, i.e. of a defined effect has to be detected.
Then superluminal signal propagation is limited by the relationship, which gives
the minimum tunneled signal power:

P (x) = P0e
−2κx ≥ kT∆f, (58)
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where P0 is the incident power of the evanescent mode, κ is the imaginary
wave number of the evanescent mode, x the length of the evanescent region,
k the Boltzmann constant, T the temperature, and ∆f the frequency range
of the signal. For example an infrared signal source of 1 mW power, a carrier
frequency of 2 · 1014 Hz (1.5 µm wavelength), and an imaginary wave number in
the barrier κ = 115m−1 at a temperature of T = 300K. Thus the Johnson noise
with ≈ 1 µW limits a detectable near field up to 0.03 m, corresponding to about
20000 wavelengths of this infrared digital signal and this special photonic barrier.
In the above introduced microwave experiments the near field was limited to less
than a hundred wave lengths.

8 Superluminal Signals Do not Violate Primitive Causality

Does the measured superluminal signal velocity violate the principle of causal-
ity? The line of arguments showing how to manipulate the past in the case of
superluminal signal velocities is illustrated in Fig. 16. There are displayed two
frames of reference. In the first one lottery numbers are presented as points on
the time coordinate with zero time duration. At t = 0 the counters are closed.
Mary (A) sends the lottery numbers to her girl friend Susan (B) with a signal
velocity of 4; c. Susan, moving in the second inertial system at a relative speed
of 0.75 c, sends the numbers back at a speed of 2 c, to arrive in the first system
of Mary at t = −1 s, thus in time to deliver the correct lottery numbers before
the counters close at t = 0.

Fig. 16. Coordinates of two inertial observers A (0, 0) and B with O(x, t) and O′(x′, t′)
moving with a relative velocity of 0.75 c. The distance L between A and B is 2 000
000 km. A makes use of a signal velocity vs = 4 c and B makes use of v′

s = 2c ( in
the sketch is v ≡ vs). The numbers in the example are chosen arbitrarily. The signal
returns −1 s in the past in A

t

x

t x´ ´

B

A

v=4c

x=ct
v =0.75cr

L-1s
v =2c´
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The time shift of a point on the time axis of reference system A into the past
is given by the relation, [32,41],

tA = −L

c
· (vr − c2/vs − c2/v′s + c2vr/vsv

′
s)

(c− cvr/v′s)
, (59)

where L is the transmission length of the signal, vr is the velocity between the
two inertial systems A and B. The condition for the change of chronological
order is tA < 0, the time shift between the systems A and B. This interpretation
assumes, however, a signal to be of zero time neglecting its temporal width.

Several tunneling experiments have revealed superluminal signal velocity in
tunneling photonic barriers [5]. Nevertheless, the principle of causality has not
been violated as will be explained in the following.

In the example with the lottery data, the signal was assumed to be a point
in space-time. However, a physical signal has a finite duration like the pulses
sketched along the time axis in Fig. 17.

The general relationship for the bandwidth-time interval product of a signal,
i.e. a packet of oscillations is given by (55). A zero time duration of a signal
would require an infinite frequency bandwidth.

Taking into consideration the dispersion of the transmission of tunneling
barriers, the frequency band of a signal has to be narrow in order to suppress
non superluminal frequency components and thus pulse reshaping.

Fig. 17. In contrast to Fig. 16 the pulse-like signal has now a finite duration of 4 s. This
data is used for a clear demonstration of the effect. In all superluminal experiments,
the signal length is long compared with the measured negative time shift. In this sketch
the signal envelope ends in the future with 3 s (in the sketch is v ≡ vs)

Assuming a signal duration of 4 s the complete information is obtained with
superluminal signal velocity at 3 s at a positive time as illustrated in Fig. 17.
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The compulsory finite duration of all signals is the reason that a superluminal
velocity does not violate the principle of causality. A shorter signal with the same
information content would have an equivalently broader frequency bandwidth,
compare (55). As a consequence, an increase of vs or v′s cannot violate the
principle of causality.

For instance, the dispersion relation of FTIR ( 24) elucidate this universal
behavior: Assuming a wavelength λ0 = c/ν, a tunneling time τ = T = 1/ν,
and a tunneling gap between the prisms d = j λ0 (j = 1, 2, 3, . . .) the superlu-
minal signal velocity is vs = j c, (remember the tunneling time is independent
of barrier length). However, with increasing vs the bandwidth ∆ν (that is the
tolerated imaginary wave number width ∆κ) of the signal decreases ∝ 1/d in
order to guarantee the same amplitude distribution of all frequency components
of the signal. In spite of an increasing superluminal signal velocity vs → ∞ the
general causality can not be violated because the signal time duration increases
analogously ∆t → ∞, see (55).

9 Summary

Evanescent modes and tunneling show amazing properties to which we are not
used to from classical physics. The tunneling time is short and arises at the
barrier front as scattering time. This time equals approximately the recipro-
cal frequency of the carrier frequency or of the wave packet energy divided by
the Planck constant h [13, 15]. Inside a barrier the wave packet does spent zero
time [5, 30]. This property results in superluminal signal and energy velocities,
as a signal is detected by its energy, i.e. by photons or other field quanta like
phonons. The detector receives the tunneled signal earlier than the signal, which
traveled the same distance in vacuum as demonstrated in Figs. 1, 9, 12. Evanes-
cent fields like tunneling particles are not observable [22,23,25,42–44].

Another consequence of the frequency band limitation of signals is, if they
have only evanescent mode components, as shown for instance in Fig. 9b signal
trace (2), they can violate relativistic causality, which claims that signal and
energy velocities have to be ≤ c.

As explained in Sec. evanescent modes and the tunneling process are near field
effects. They are roughly limited to the order of the signal length in propagating
in vacuum.

In the review on The quantum mechanical tunnelling time problem - revisited
by Collins et al. [45], the following statement has been made on the much ado
about superluminal velocity: the phase-time-result originally obtained by Wigner
and by Hartman is the best expression to use for a wide parameter range of bar-
riers, energies and wave packets. The experimental results of photonic tunneling
have confirmed this statement [5]. In spite of so much arguing about violation of
Einstein causality [4,33,36,46,47], all the properties introduced above are useful
for novel devices, for both photonics and electronics [48].
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